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Abstract

This dissertation consists of three self-contained essays in microeconomics.

The first chapter studies the rollover risk of financial institutions. It presents

a competitive-equilibrium model of financial institutions optimally choosing their

debt maturity structure. Rollover risk arises endogenously from the interaction

of creditors in a global-game framework. When only idiosyncratic risk is present

short-term debt acts as an effective disciplining device but once aggregate risk is

added a two-sided inefficiency arises. Good aggregate states lead to excessive risk-

taking while bad aggregate states suffer from fire-sale liquidation. In the competitive

equilibrium with endogenous liquidation values, the two-sided inefficiency reinforces

itself through a feedback effect. It increases the volatility of liquidation values and

thereby amplifies the impact of aggregate risk.

The second chapter is coauthored with Martin Schmalz and studies the effects

of anxiety in decision-making. We model an anxious agent as one who is more risk

averse for imminent than for distant risk. Such preferences can lead to dynamic

inconsistencies with respect to risk trade-offs. We derive implications for financial

markets such as over-trading and price anomalies around announcement dates which

are found empirically. We show that strategies to cope with anxiety can explain

costly delegation of investment decisions. Finally, we model how an anxiety-prone

agent may endogenously become overconfident and take excessive risks.

The third chapter is coauthored with Dirk Bergemann, Joan Feigenbaum and

Scott Shenker and studies markets for digital goods. We consider the optimal de-

sign of flexible use in a digital-rights-management policy. Consumers can acquire

a digital good either as a licensed or an unlicensed copy. The availability of unli-

censed copies is increasing in the flexibility accorded to licensed copies. We show



that this results in a key trade-off between the value of licensed copies and the

threat of piracy. We augment the basic model by introducing a secure platform

that is required to use the digital good. We show crucial differences in the equilib-

rium depending on whether platform and content are sold by two separate firms or

by a single integrated one.
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Chapter 1

Rollover Risk:

Optimal but Inefficient1

1.1 Introduction

Short-term debt and the rollover risk it creates have been prominent features of

the financial crisis of 2007–2008. This paper presents a model of banks optimally

choosing the maturity structure of their debt.2 The banks interact in a competi-

tive equilibrium framework with endogenous interest rates and liquidation values.

The rollover risk for a given maturity structure arises endogenously from the co-

ordination problem of a bank’s creditors which is captured by a global game. The

model distinguishes between two exogenous sources of risk faced by an individual

bank, idiosyncratic risk specific to the bank’s assets as well as aggregate risk if

1An early version of this paper was presented under the title “The Good and Bad
of Liquidity Risk” at the conference EconCon at Princeton University in August
2010.

2Throughout the paper I mostly use the term “bank.” However, the paper applies
not only to traditional banks but any type of leveraged market-based financial
institution.

1



CHAPTER 1. ROLLOVER RISK: OPTIMAL BUT INEFFICIENT 2

assets are correlated across banks. After receiving additional information about the

two sources of risk, the banks have a strong incentive to take excessive risks and

therefore use short-term debt as a disciplining device.

The main contribution of this paper is to show an important inefficiency that

arises from the use of short-term debt in the presence of aggregate risk. While short-

term debt acts as an effective disciplining device when banks only face idiosyncratic

risk, it is severely undermined when aggregate risk is added. The problem is that

the disciplining effect is too weak in good aggregate states and too powerful in bad

aggregate states. This leads to a two-sided inefficiency: In good aggregate states the

banks take excessive risks in the form of projects with negative net present value.

Bad aggregate states suffer from fire sales as projects with positive net present value

are liquidated. As a result, economic surplus is destroyed in both situations.

In addition, the paper uses the competitive equilibrium framework with endoge-

nous liquidation values to highlight that the inefficiency reinforces itself through a

feedback effect. Given the presence of aggregate risk, even the first-best alloca-

tion has liquidation values that vary across aggregate states. However, the use of

short-term debt – whose problem originates in this variation – further increases the

volatility of liquidation values and thereby amplifies the impact of aggregate risk.

To be more specific, I model a group of banks, each with the opportunity to

invest in a project of its own. After the investment decision is made, additional

information about each project’s expected payoff becomes available and a bank can

decide whether to continue or liquidate its project. A key assumption of my model

that differs from most of the literature on rollover risk is that liquidation is not

inherently inefficient. Liquidated assets are employed in a secondary sector so the

liquidation value reflects the true economic value of the assets in alternative uses.
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This implies that liquidation is only inefficient if the assets’ value in the secondary

sector is less than their expected value in current use as the bank’s project. Impor-

tantly, this also implies that not liquidating is inefficient if the project’s expected

payoff is less than the assets’ value in the secondary sector.

The secondary sector exhibits decreasing marginal productivity which implies

that the liquidation value a bank receives is decreasing in aggregate asset sales. If

projects are correlated across banks, leading to uncertainty about the equilibrium

level of aggregate asset sales, this gives rise to aggregate risk with states of the world

that differ in total asset sales and therefore liquidation values. Each individual bank

then faces two sources of risk, idiosyncratic risk about its own project payoff and

aggregate risk about the liquidation value determined by aggregate asset sales.

Unless a bank is fully equity financed, it has the wrong incentives when it comes

to continuing or liquidating its project. Similar to a risk-shifting problem, the bank

has an incentive to continue excessively risky projects at the cost of debt holders,

i.e. projects whose expected payoff has turned out to be less than the liquidation

value. Therefore a bank’s choice of maturity structure and the implied exposure to

rollover risk play an important role for the realized economic surplus of the bank’s

project.

A bank can choose any combination of long-term and short-term debt to finance

its investment. While long-term debt has the same maturity as the project’s final

payoff, short-term debt has to be rolled over after the additional information about

the project’s expected payoff and the liquidation value becomes available. Rollover

risk arises since it may not be possible to satisfy all withdrawals of short-term

creditors, even by liquidating all of the bank’s assets.
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I model the resulting coordination problem among short-term creditors as a

global game and derive a unique equilibrium with very intuitive properties. After

bad news the short-term creditors withdraw their loans and the bank has to be

liquidated while after good news the creditors roll over and the project is continued.

Due to the two sources of risk there are two ways in which news can be bad. A

creditor run can be triggered by bad idiosyncratic news about the bank itself or

by bad aggregate news about the liquidation value. In addition, the two sources of

risk interact in determining a bank’s rollover risk. A bank is more vulnerable to

idiosyncratic news for bad aggregate news and more vulnerable to aggregate news

for bad idiosyncratic news.

Since the global game equilibrium is unique and has continuous comparative

statics, a bank’s initial choice of debt maturity structure directly translates into

its exposure to rollover risk when the additional information becomes available. By

choosing a greater fraction of short-term debt, the bank increases the risk that it

suffers a run and has to liquidate its project.

To distinguish between the different effects of the two sources of risk on a bank’s

maturity structure choice, I first analyze the benchmark case without aggregate risk,

i.e. with projects that are uncorrelated across banks. Without uncertainty about the

liquidation value, a bank has full control over the amount of rollover risk it exposes

itself to. Therefore the bank chooses its financing exactly so as to implement the

efficient liquidation policy where the project is liquidated if and only if the expected

payoff turns out to be less than the liquidation value. Optimally exposing itself to

rollover risk allows the bank to fully eliminate its incentive problem, maximizing

its project’s ex-ante and interim net present value.
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Adding aggregate risk in form of correlated projects and a random liquidation

value has two important effects. First, the optimal liquidation policy now depends

on the realization of the liquidation value. If the liquidation value turns out to

be high, efficiency requires liquidating projects that should be continued if the

liquidation value were low. At the same time, the bank’s rollover risk given the

maturity structure chosen ex ante now varies with the realization of the liquidation

value. If the liquidation value turns out to be high, creditors are less worried about

the bank’s liquidity, making a run less likely.

The key problem is that these two effects go in opposite directions. For a high

liquidation value, more projects should be liquidated but the bank’s increased sta-

bility leads to less liquidation. For a low liquidation value, less projects should

be liquidated but the bank’s reduced stability leads to more liquidation. Aggre-

gate risk effectively drives a wedge between the efficient liquidation policy and the

achievable liquidation policy. A bank optimally chooses its maturity structure but

can no longer achieve the efficiency of the benchmark case without aggregate risk.

Given the optimal maturity structure, the disciplining effect of short-term debt

is weaker than required in good aggregate states, allowing the bank to continue

projects with negative net present value. This means that the bank is taking ex-

cessive risks with assets that have more valuable use elsewhere. As a mirror image,

the disciplining effect is stronger than required in bad aggregate states, forcing the

bank to liquidate projects with positive net present value. Here assets are sold at

fire-sale prices which correspond to their actual value in alternative uses but are

below their value in current use.

If projects are correlated then even the first-best allocation implies more asset

sales and lower liquidation values in bad aggregate states than in good aggregate
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states. However, the competitive equilibrium always has more liquidation in bad

states and less liquidation in good states than is efficient. This means that com-

pared to the first-best allocation, liquidation values are higher in good states and

lower in bad states, increasing volatility. Not only is the volatility of liquidation

values causing the inefficiency in the first place, it is also further amplified in the

competitive equilibrium. As a result, banks face greater aggregate risk than they

would in the first-best allocation. Nevertheless, the competitive equilibrium is con-

strained efficient so there is no scope for policy intervention to improve welfare by

changing banks’ use of short-term debt.

Related Literature The role of short-term debt as a disciplining device has been

discussed in a literature going back to Calomiris and Kahn (1991).3 A common

feature of this literature is that the benefit of a disciplining effect comes at the cost

of inefficient liquidation and the choice of maturity structure has to trade off the

two. My paper differs, first, in the fact that liquidation is not per se inefficient and,

second, in the distinction between two sources of risk. In particular, my model has

an efficient outcome if only idiosyncratic risk is present. The new inefficiency in my

model arises because of the inability of the disciplining mechanism to deal with two

sources of risk. This leads to an inefficient outcome in good as well as bad aggregate

states which the optimal maturity structure has to trade off. Another recent paper

on optimal maturity structure choice is Brunnermeier and Oehmke (2010). Their

model doesn’t have a disciplining problem so the optimal maturity structure is a

corner solution of either all short-term or all long-term debt.

3See, e.g. Rajan (1992), Leland and Toft (1996) and Diamond and Rajan (2001).
For a recent approach with interesting dynamic effects see Cheng and Milbradt
(2010).
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The paper is also related to Shleifer and Vishny (1992) who study the interaction

of debt as a disciplining device with endogenous liquidation values. In their model,

disciplining is only necessary in the good state and liquidation always happens at

a (potentially inefficient) discount in the bad state. The focus of their paper is how

equilibrium liquidation values limit debt capacity. In my model assets are always

sold to outsiders but not necessarily at a discount. More importantly, the incentive

problem in my model is present in all aggregate states so the optimal maturity

structure has to trade-off the two inefficiencies of too much liquidation in one state

and too little liquidation in the other.

Related from a technical point of view are several papers also using a global

game setup to model the coordination problem among creditors, notably Morris

and Shin (2004), Rochet and Vives (2004) and Goldstein and Pauzner (2005).4 In

my paper, the global game is not as much front and center but rather used as a

convenient modeling device. The convenience stems from the fact that under weak

assumptions the global game has a unique equilibrium and that this equilibrium has

continuous comparative statics. This allows me to study an ex-ante stage where the

maturity structure is chosen optimally, taking into account the effect on the global-

game equilibrium at a later stage. Finally, since the global game itself is restricted

to a single time period, I avoid the complications in dynamic global games pointed

out by Angeletos, Hellwig, and Pavan (2007).

The rest of the paper is structured as follows. In Section 1.2 I lay out the

model and highlight the important features. I then proceed according to backwards

induction and first derive the endogenous rollover risk for a given maturity structure

4In a related model not using a global game setup, He and Xiong (2010) study
the inter-temporal coordination problem among creditors with different maturity
dates and derive very similar comparative statics.



CHAPTER 1. ROLLOVER RISK: OPTIMAL BUT INEFFICIENT 8

in Section 1.3. Then I analyze the optimal maturity structure choice and competitive

equilibrium in Section 1.4 for the efficient benchmark case without aggregate risk. In

Section 1.5 I add aggregate risk and illustrate the two-sided inefficiency this causes.

To quantify the effects of the model, I run a numerical simulation in Section 1.6.

Finally, in Section 1.7 I discuss the robustness of the main results as well as some

extensions. Section 1.8 concludes.

1.2 Model

There are three time periods t = 0, 1, 2 and all agents are risk neutral with a

discount rate equal to the risk-free rate of zero. There is a continuum of identical

banks i ∈ [0, 1], each with the opportunity to invest in a project.

Project Bank i’s project requires an investment of 1 in the initial period t = 0

and has a random payoff in the final period t = 2 given by

⎧⎪⎨
⎪⎩

X with probability θi,

0 with probability 1− θi.

In the interim period t = 1, the project can still be abandoned and any fraction of its

assets can be sold off to alternative uses at a liquidation value of � < 1. At the time

of investment in t = 0, there is uncertainty about both the project’s expected payoff

θiX and the liquidation value �, which is not resolved until additional information

becomes available in the interim period t = 1. The structure of bank i’s project

and its time-line is illustrated in Figure 1.1.

Importantly, in t = 1 the liquidation value � is not directly linked to the expected

payoff θiX of bank i’s project. In this model, liquidating a project entails taking the
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X 

Figure 1.1: Project time-line for bank i

assets out of their current use and selling them to be used for a different purpose –

an actual reallocation of capital. Therefore, liquidation is not inherently inefficient:

Efficiency requires that a project be abandoned and that its assets be liquidated

whenever the expected payoff turns out to be less than the liquidation value and

vice versa:

θiX ≤ � ⇒ abandon

θiX > � ⇒ continue

Incentive Problem A debt-financed bank faces a basic incentive problem when

it comes to continuing or liquidating its project which is similar to the risk-shifting

problem of Jensen and Meckling (1976). Suppose that in the initial period t = 0

a bank has η ∈ [0, 1] of equity and raises 1 − η in some form of debt. Denote by

Dt the face value of this debt at t = 1, 2. After learning about θi and � in t = 1,

the bank wants to continue its project whenever the expected equity payoff from
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continuing is greater than the equity payoff from liquidating:

θi (X − (1− η)D2) > max {0, �− (1− η)D1}

⇔ θi >

⎧⎪⎨
⎪⎩

0 for 1− η ≤ �
D1

�−(1−η)D1

X−(1−η)D2
for 1− η > �

D1

Unless the bank is fully equity financed (η = 1), its decision doesn’t correspond to

the efficient one of continuing whenever θiX > �⇔ θi > �/X. In particular, as long

as D1X > D2�, i.e. X sufficiently larger than �, the bank wants to take excessive

risks in the interim period by continuing projects with negative net present value.

Since this incentive problem is present for any η < 1 I consider the worst case and

assume that banks have no initial equity.5

Uncertainty There are two possible aggregate states s ∈ {H,L} in the interim

period t = 1, with probabilities p and 1 − p for the high state and the low state,

respectively. Conditional on the aggregate state s, the banks’ success probabilities

{θi} are i.i.d. with cumulative distribution function Fs on [0, 1]. The difference be-

tween the high state and the low state is that the distribution FH strictly dominates

the distribution FL in terms of first-order stochastic dominance:

FH(θ) < FL(θ) for all θ ∈ (0, 1)

This means that higher success probabilities are more likely in state H than in state

L and therefore that banks’ projects are positively correlated through their success

probabilities {θi}.
5This assumption abstracts from the choice of leverage to focus on the choice of

maturity structure. Section 1.7 discusses implications of allowing for equity financ-
ing.
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Both the aggregate state s and each bank’s success probability θi are realized at

the beginning of the interim period t = 1, before the continuation decision about

the project, but after the investment decision in t = 0.

Liquidation Value The liquidation value for the banks’ assets is determined

endogenously from a downward-sloping aggregate demand for liquidated assets.

The assets are reallocated to a secondary sector of the economy where they are

employed with decreasing marginal productivity. For a total mass φ ∈ [0, 1] of

assets sold off by all banks, the liquidation value � (φ) is given by a continuous

and strictly decreasing function � : [0, 1] → [0, 1] which corresponds to the assets’

marginal product in the secondary sector. Due to the exogenous correlation in

banks’ θis there are fluctuations in equilibrium asset sales φ across the aggregate

states H and L which implies volatility in the endogenous liquidation value with

two different liquidation values �H = � (φH) and �L = � (φL) in the two states.

Given the model setup so far, each bank i is exposed to two sources of risk. It

faces aggregate risk in terms of the state s which determines the distribution Fs as

well as the liquidation value �s and it faces idiosyncratic risk in terms of its success

probability θi drawn from Fs. The first source of risk is “aggregate” in the sense that

its outcome affects all banks in the same way, the second source is “idiosyncratic”

in the sense that its outcome affects only the particular bank itself.

Financing Each bank has to raise the entire investment amount of 1 through

loans from competitive investors in t = 0. A bank can choose any combination of

long-term debt and short-term debt to finance its project.6 Long-term debt matures

6Allowing only for short-term and long-term debt is essentially equivalent to
assuming that θi and � are not contractible. Section 1.7 discusses the implications
of allowing more state-contingent contracting.
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in the final period t = 2 at a face value of DLT
i . Short term debt, on the other hand,

has to be rolled over in the interim period t = 1 and, if rolled over, has a face value of

DST
i in the final period t = 2. Instead of rolling over in t = 1 a short-term creditor

has the right to withdraw the principal of his loan.7 This creates the possibility

of the bank becoming illiquid in t = 1 since it may face more withdrawals from

short-term creditors than it can satisfy by liquidating even the entire project.

Denoting by αi ∈ [0, 1] the fraction of bank i’s project financed by short-term

debt, the bank’s choice of debt maturity structure in the initial period t = 0 amounts

to a combination of short-term debt and long-term debt (αi, 1− αi). The face values

DST
i and DLT

i are then determined endogenously, taking into account both the

idiosyncratic and aggregate risk, as well as the the rollover risk arising from the

bank’s maturity structure.

Competitive Equilibrium A competitive equilibrium consists of a maturity

structure αi for every bank i and liquidation values �H and �L in the two aggregate

states such that (i) each bank chooses its maturity structure optimally given the

equilibrium liquidation values, and (ii) the liquidation values result from the asset

sales induced by the equilibrium maturity structure choices.

To reduce notational clutter I will drop the bank index i in the following sections

that deal only with an individual bank.

7The assumption that the interim face value equals the principal is just a nor-
malization and without loss of generality.
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1.3 Endogenous Rollover Risk

Denoting the fraction of a bank’s short-term creditors who withdraw their loans

in t = 1 by λ, the bank has to liquidate enough of the project to raise αλ for

repayment. Since the bank can raise at most � by liquidating the entire project, it

can become illiquid if α > � and it will be illiquid whenever8

λ >
�

α
.

If the bank becomes illiquid in t = 1, there will be nothing left in t = 2 to repay the

long-term creditors and, more importantly, any short-term creditors who decided to

roll over their loan. The short-term creditors therefore face a coordination problem

which I model as a global game by assuming a small amount of noise in each

creditor’s information. The bank’s rollover risk is then derived from the equilibrium

of the creditors’ coordination game.

The short-term debt in this model is meant to represent market-based financing

such as commercial paper. In these markets, most of the funds are allocated through

intermediaries, e.g. money market funds in the commercial paper market. It turns

out to be much more tractable to assume that the roll-over decision is taken by

a fund manager on behalf of the actual investor.9 There is a continuum of fund

managers with the following payoffs. If a fund manager withdraws his loan in t = 1

he receives a constant payoff of w > 0, a base salary. If the fund manager rolls over

his loan in t = 1 the payoff depends on whether the bank repays the loan in t = 2: if

8The paper focuses on the case of α > � where the bank can become illiquid.
Appendix 1.9.3 discusses the case of α ≤ � and presents sufficient conditions for
the optimal maturity structure to satisfy α > �.

9The assumption of intermediation in the supply of short-term funding is similar
to Rochet and Vives (2004) but doesn’t affect the validity of the main results.
Appendix 1.9.2 presents the model without fund managers.
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the bank repays, the fund manager receives a payoff of bw, his base salary multiplied

by a bonus factor b > 1; if the bank doesn’t repay, the fund manager receives a

payoff of zero.10 A higher b corresponds to higher-powered incentive structures and

implies that the fund managers are willing to take greater risks. It can also be

interpreted as a proxy for the risk tolerance of the short-term funding sector in

general.11

Each fund manager has to make his roll-over decision in the interim period

t = 1 based on the following information. While the resolution of aggregate risk in

the form of the liquidation value � is perfectly observed by everyone and becomes

common knowledge, the resolution of idiosyncratic risk in the form of the bank’s

success probability θ is not perfectly observed. Instead, each fund manager j receives

a noisy signal θ̃j = θ+ εj, where the signal noise εj is i.i.d. uniformly on [−ε, ε] for
some arbitrarily small ε > 0.

Since the bank can become illiquid should too many loans be withdrawn, each

fund manager’s expected payoff of rolling over depends critically on the fraction λ

of other fund managers who withdraw. Given that he only receives the bonus bw

if the bank remains liquid in t = 1 and the project succeeds in t = 2, the expected

payoff of rolling over is

Pr
[
liquid | �, θ̃j

]
· Pr

[
success | �, θ̃j

]
· bw

= Pr

[
λ ≤ �

α

∣∣∣∣ �, θ̃j
]
· E

[
θ | �, θ̃j

]
· bw,

while the payoff of withdrawing is w for sure.

10These simple payoffs are chosen in order to economize on exogenous parameters
appearing in the model’s expressions. More complicated payoffs, e.g. a withdrawal
payoff also depending on the rollover outcome can easily be accommodated.

11See Krishnamurthy (2010) for a discussion on the importance of lenders’ risk
tolerance in the short-term funding markets.
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Using global game techniques I can derive the unique equilibrium of the fund

managers’ coordination game.12 The equilibrium is symmetric in switching strate-

gies around a signal threshold θ̂ such that each fund manager withdraws for all

signals below the threshold and rolls over for all signals above. The equilibrium

switching point θ̂ is determined by the fact that a fund manager exactly at the

switching point has to be indifferent between rolling over and withdrawing, given

his belief about the fraction λ of others withdrawing. Taking the limit as the signal

noise ε goes to zero, the distribution of λ conditional on being at the switching

point θ̂ becomes uniform on [0, 1]. The indifference condition for a fund manager

at the switching point therefore simplifies to

�

α
· θ̂ · bw = w,

which pins down the equilibrium switching point as

θ̂ =
α

�b
. (1.1)

Proposition 1.1 For ε→ 0, the unique equilibrium among short-term creditors is

in switching strategies around the success probability threshold θ̂ = α
�b
:

• For realizations of θ below θ̂, all short-term debt is withdrawn and the bank

becomes illiquid.

• For realizations of θ above θ̂ all short-term debt is rolled over and the bank

remains liquid.

12See Appendix 1.9.1 for the details of this global game. For a comprehensive
discussion of the use of global games since the seminal papers of Carlsson and van
Damme (1993a,b) see Morris and Shin (2003).
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The simple structure of the equilibrium highlights the key determinants of a

bank’s rollover risk before the uncertainty about θ and � is resolved. This ex-ante

rollover risk, i.e. the probability that the bank will suffer a run in the interim period

is given by

Pr
[
θ� <

α

b

]
.

First, the rollover risk is increasing in the fraction of short-term debt α. Having

a balance sheet that relies more heavily on short-term debt makes the bank more

vulnerable to runs since it increases the total amount of withdrawals the bank

may face. By choosing its debt maturity structure, the bank can therefore directly

influence its ex-ante rollover risk.

Second, once the maturity structure is in place, whether the bank suffers a run

or not depends on both sources of risk, idiosyncratic and aggregate. A run can be

triggered by bad news about the project’s expected payoff (low θ), or by bad news

about the liquidation value for the project’s assets (low �). When deciding whether

to roll over, creditors (or their fund managers) are worried about a low θ because it

means they will less likely be repaid (or receive their bonus) in the final period. In

addition, they are worried about a low � because it means the bank is more likely

to become illiquid in the interim period. The first corresponds to a fundamentals-

based run while the second corresponds to a market-based run. These two effects

are very similar to the ones derived by He and Xiong (2010).13

Third, the two sources of risk interact in determining the bank’s rollover risk.

In particular, the bank is more vulnerable to idiosyncratic risk for a low realization

of the liquidation value. The destabilizing effect of a low liquidation value means

that the bank suffers runs for idiosyncratic news that would have left it unharmed

13The distinction is also similar to the concepts of “funding liquidity” and “mar-
ket liquidity” in Brunnermeier and Pedersen (2009).
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had the liquidation value been higher. If the liquidation value fluctuates with the

aggregate state, a bank will be more vulnerable to runs in the low aggregate state

than in the high aggregate state, for any ex-ante maturity structure. This effect

will play a crucial role in the inefficiency result of this paper.

1.4 Equilibrium without Aggregate Risk

I first analyze the model for the benchmark case without aggregate risk when the

distribution of success probabilities is the same across states, FH = FL =: F . In

this case each bank is able to maximize its project’s net present value and the

competitive equilibrium achieves full efficiency.

1.4.1 Optimal Maturity Structure

In the initial period t = 0, short-term and long-term creditors and the bank antic-

ipate what will happen in the following periods. This means that the face values

of short-term debt and long-term debt, DST and DLT , have to guarantee that in-

vestors break even. The bank, when choosing its debt maturity structure (α, 1− α),

takes into account the effect of α on the face values DST and DLT , as well as the

effect of α on the creditor coordination in t = 1.

Without aggregate risk, the liquidation value � for the bank’s assets in t = 1

is deterministic. The only uncertainty stems from the project’s payoff and this

uncertainty is partially resolved in t = 1 when the success probability θ is drawn

from its distribution F . Depending on the additional information received about

the project’s expected payoff, it will be efficient to either continue with the project

or to abandon it and put the liquidated assets to alternative use. Liquidation is
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efficient whenever the project’s expected payoff is less than the liquidation value,

θX ≤ �.

To set up the bank’s maximization problem it is instructive to first derive the

endogenous face values DST and DLT . Since the liquidation value is deterministic,

so is the threshold determining the outcome of the creditor coordination in t = 1:

θ̂ =
α

�b

For realizations of θ below θ̂, there will be a creditor run on the bank. In this case,

each short-term creditor receives an equal share of the liquidation proceeds, �/α,

while long-term creditors don’t receive anything. For realizations of θ above θ̂, all

short-term creditors roll over their loans and the bank continues to operate the

project. In this case, all creditors receive the face value of their loan in t = 2 if the

project is successful. Note that we are now dealing with the payoffs of the actual

investors whose money is at stake, not the payoffs of the fund managers.14

For a short-term creditor this implies an ex-ante expected payoff given by

F (θ̂)
�

α
+

∫ 1

θ̂

θDSTdF (θ) .

With probability F (θ̂) the realization of the success probability is θ ∈ [0, θ̂] and

there is a run on the bank leading to full liquidation; in this case the short-term

creditor receives an equal share �/α of the liquidation value. Otherwise the realiza-

tion of the success probability is θ ∈ (θ̂, 1] and there is no run on the bank; in this

14It is natural to assume that the payments to the fund manager, the bonus bw
and base salary w, have to be paid by the investor. For simplicity I assume that
these payments are negligible as a fraction of total investment and focus on the
limiting case of w → 0 but holding b constant.
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case the short-term creditor receives the face value of his loan DST if the project is

successful which happens with probability θ.

A long-term creditor, on the other hand, only receives a payment if (i) there is

no run in the interim period and (ii) the project is successful in the final period.

The ex-ante expected payoff of a long-term creditor therefore is

∫ 1

θ̂

θDLTdF (θ) .

Since all creditors have to break even at the risk-free rate of zero, their expected

payoff has to equal their investment of 1 so the endogenous face values for short-

term debt and long-term debt are given by

DST =
1− F (θ̂) �

α∫ 1

θ̂
θdF (θ)

and DLT =
1∫ 1

θ̂
θdF (θ)

. (1.2)

Due to the effective seniority of short-term debt in the interim period, the face

values satisfy DST < DLT , i.e. the interest rate on short-term debt is lower than

the interest rate on long-term debt – an upward sloping yield curve.

Given the rollover risk and the face values for a given maturity structure (α, 1− α),

it remains to derive the bank’s ex-ante payoff. For realizations θ ≤ θ̂ there is a run

by short-term creditors in the interim period and the bank’s payoff is zero. Fore

realizations θ > θ̂ there is no run in t = 1 and with probability θ the project is

successful in t = 2. In this case the bank receives the project’s cash flow X and has

to repay the face value of its liabilities αDST + (1− α)DLT . The ex-ante expected

payoff of the bank therefore is

∫ 1

θ̂

θ
[
X − αDST − (1− α)DLT

]
dF (θ) .
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Substituting in the face values from (1.2) and rearranging, the bank’s ex-ante

expected payoff becomes

F (θ̂)�+

∫ 1

θ̂

θXdF (θ)− 1. (1.3)

Due to the rational expectations and the competitive creditors, the bank receives

the entire economic surplus of its investment opportunity, given the rollover-risk

threshold θ̂. The first term in (1.3) is the economic value realized in the states where

the project is liquidated. The second term is the expected economic value realized

in the states where the project is continued. The third term is the initial cost of

investment. Since it receives the entire economic surplus, the bank fully internalizes

the effect of its maturity structure choice on the efficiency of the rollover outcome.

Recalling the expression for θ̂ from the creditor coordination game in (1.1), the

bank chooses α to solve the following problem:

max

{
F (θ̂)�+

∫ 1

θ̂

θXdF (θ)− 1

}
subject to θ̂ =

α

�b

In choosing its maturity structure α, the bank effectively chooses a rollover-risk

threshold θ̂ since the creditor coordination results in a one-to-one mapping from

maturity structure to rollover risk. The first order condition to the bank’s problem

is

f(θ̂)
1

�b
(�− θ̂X) = 0,

which implies the following result.
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Figure 1.2: Implemented and efficient liquidation policy without aggregate risk

Proposition 1.2 Without aggregate risk, a bank chooses its maturity structure to

implement the efficient liquidation policy:

α∗ =
�2b

X
resulting in θ̂∗ =

�

X
.

The bank uses short-term debt as a disciplining device to implement a liqui-

dation threshold θ̂ maximizing its payoff. Optimally exposing itself to rollover risk

allows the bank to fully eliminate its incentive problem and maximize the project’s

economic surplus. The perfect match between implemented and efficient liquida-

tion policy is illustrated in Figure 1.2. Efficiency requires that projects with success

probabilities θ ≤ �/X be liquidated and that projects with success probabilities

θ > �/X be continued. Since the bank has full control over its rollover-risk thresh-

old θ̂ it chooses a maturity structure so that creditors withdraw and force liquidation

for θ ≤ �/X and that they roll over and allow continuation for θ > �/X.

This result has important implications for the comparative statics of the bank’s

rollover risk. While the rollover-risk threshold θ̂ for a given maturity structure

α is decreasing in the liquidation value �, the efficient liquidation threshold �/X

is increasing in the liquidation value �. As discussed in Section 1.3 above, for a

given maturity structure, a higher liquidation value has a stabilizing effect on the
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bank and therefore reduces rollover risk. In terms of efficiency, however, a higher

liquidation value means that there are better alternative uses for the project’s assets

which raises the bar in terms of expected project payoff to justify continuing. Since

the bank is able to implement the optimal liquidation policy, a higher liquidation

value will cause it to increase rollover risk by choosing a maturity structure more

reliant on short-term debt. This is reflected in the fact that α∗ is increasing in �.

1.4.2 Competitive Equilibrium

In the previous section I derive a bank’s optimal maturity structure, taking the

equilibrium liquidation value as given. In this section I derive the competitive equi-

librium with an endogenous liquidation value. Making the dependence of the liqui-

dation value on the aggregate asset sales φ explicit, the optimization of the previous

section results in

α∗(φ) =
�(φ)2 b

X
and θ̂∗(φ) =

�(φ)

X

Since all banks are identical ex ante, the competitive equilibrium is symmetric with

α∗i = α∗j and θ̂∗i = θ̂∗j for all i, j.

With a continuum of banks i ∈ [0, 1] and the success probabilities {θi} i.i.d. with
distribution F , the total mass φ of assets sold off in t = 1 is equal to the fraction

of banks with θi ≤ θ̂∗(φ) who experience a run by their short-term creditors and

have to liquidate their assets. The competitive equilibrium value φCE is therefore

the solution to the fixed point equation

φCE = F
(
θ̂∗
(
φCE

))
. (1.4)
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This is a fixed point condition for a continuous function mapping the unit interval

onto itself so by Brouwer’s fixed point theorem there exists a solution. Since the

right-hand side of the condition (1.4) is decreasing in φ, the fixed point is unique.

Proposition 1.3 The competitive equilibrium without aggregate risk is character-

ized by a mass φCE of assets liquidated, implicitly defined by

φCE = F

(
�
(
φCE

)
X

)
,

as well as optimal maturity structures {αCE
i } and resulting liquidation thresholds

{θ̂CE
i } given by

αCE
i =

�
(
φCE

)2
b

X
and θ̂CE

i =
�
(
φCE

)
X

for all i ∈ [0, 1] .

Note that the competitive equilibrium is efficient since it equalizes the marginal

productivity of assets used in the banking sector to the marginal productivity of

assets used in the secondary sector:

θ̂CEX = �
(
φCE

)

This efficiency breaks down in the case with aggregate risk discussed next.

1.5 Equilibrium with Aggregate Risk

I now analyze the model with aggregate risk. The state is either high, s = H with

probability p, in which case each project’s success probability is drawn from the

distribution FH or the state is low, s = L, with distribution FL. Banks are no longer
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able to implement the efficient liquidation policy, as a two-sided inefficiency arises:

Negative NPV projects are continued in the high state and positive NPV projects

are liquidated in the low state.

1.5.1 Optimal Maturity Structure

The additional source of risk with the resulting uncertainty in liquidation values

has two main implications from the point of view of an individual bank. The first

implication is that the optimal project continuation decision is affected by the

realization of �. While in the case without aggregate risk there was a single critical

value for the project’s expected payoff, there are now two. For the low liquidation

value �L the project should only be continued if θX > �L, while for the high

liquidation value �H the condition is θX > �H . In particular, for realizations of

the project’s success probability θ in the interval [�L/X, �H/X], efficiency calls for

liquidation if the assets have a high liquidation value and for continuation if the

assets have a low liquidation value.

The second implication of aggregate risk is that the creditor coordination game is

different depending on the aggregate state. There are now two equilibrium switching

points, θ̂H and θ̂L, one for each realization of �:

θ̂H =
α

�Hb
and θ̂L =

α

�Lb

If the liquidation value turns out to be high, each creditor is less concerned about

the other creditors withdrawing their loans and therefore more willing to roll over

his own loan than when the liquidation value turns out to be low. Therefore the

bank will be more stable and less likely to suffer a run by its short-term creditors if

the liquidation value is high, which is reflected in the rollover-risk threshold being
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lower:

θ̂H < θ̂L

As in the case without aggregate risk, the bank receives the entire economic

surplus of its project, given the liquidation resulting from its maturity structure.

The bank therefore chooses α to solve the following problem

max

{
p

(
FH(θ̂H)�H +

∫ 1

θ̂H

θXdFH(θ)

)
+ (1− p)

(
FL(θ̂L)�L +

∫ 1

θ̂L

θXdFL(θ)

)}

subject to θ̂H =
α

�Hb
and θ̂L =

α

�Lb
,

which gives a first order condition

p

(
fH(θ̂H)

1

�Hb

(
�H − θ̂HX

))
+ (1− p)

(
fL(θ̂L)

1

�Lb

(
�L − θ̂LX

))
= 0. (1.5)

Although it cannot be solved explicitly for the optimal maturity structure, with

�H > �L the first order condition implies �H − θ̂HX > 0 and �L − θ̂LX < 0 which

gives the following result.

Proposition 1.4 With aggregate risk and �H > �L a bank chooses its maturity

structure resulting in

θ̂H <
�H
X

and θ̂L >
�L
X

.

There is a two-sided inefficiency:

• For s = H, negative-NPV projects are continued whenever θ ∈ (θ̂H , �H/X).

• For s = L, positive-NPV projects are liquidated whenever θ ∈ (�L/X, θ̂L).

The key effect of aggregate risk is that it drives a wedge between the efficient

liquidation policy and the achievable liquidation policy. The effectiveness of using
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Figure 1.3: Inefficiency in state H

the maturity structure to eliminate the incentive problem and to implement an

efficient liquidation policy is undermined when aggregate risk is added to the bank’s

idiosyncratic risk. It is important to note that there are efficiency losses for both

realizations of the liquidation value. When the liquidation value is high, excessively

risky projects that should be liquidated because they have negative net present value

are continued. This first effect is illustrated in Figure 1.3. When the liquidation value

is low on the other hand, valuable projects that should be continued because they

have positive net present value are liquidated at fire-sale prices. This second effect

is illustrated in Figure 1.4.

The two-sided inefficiency comes from the ambivalent role played by the liqui-

dation value of the bank’s assets. A high liquidation value in good aggregate states

makes the bank less vulnerable to runs by its short-term creditors but at the same

Figure 1.4: Inefficiency in state L
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time, the high liquidation value raises the bar in terms of alternate uses for the

bank’s assets which worsens the incentive problem. Exactly the opposite happens

in bad aggregate states where the liquidation value is low. This means that the

disciplining effect of short-term debt is weak in the states where it is needed more

and is strong in the states where it is needed less.

1.5.2 Competitive Equilibrium

In the competitive equilibrium, each bank i ∈ [0, 1] chooses its maturity structure

optimally according to the first order condition (1.5) of the previous section, taking

the liquidation values �H and �L as given. As in the case without aggregate risk, the

banks’ ex-ante symmetry implies that they all choose the same maturity structure.

Making the dependence of the liquidation value on the asset sales φ explicit I denote

the optimal maturity structure from the first order condition (1.5) by α∗(φH , φL).

The resulting liquidation thresholds are then given by

θ̂H(φH , φL) =
α∗(φH , φL)

� (φH) b
and θ̂L(φH , φL) =

α∗(φH , φL)

� (φL) b
.

Since the success probabilities {θi} are i.i.d. conditional on the aggregate state

s, the total mass φs of assets sold off in state s is equal to the fraction of banks with

θi ≤ θ̂s(φH , φL). As in the case without aggregate risk, the competitive equilibrium

is characterized by a fixed point condition for the asset sales (φH , φL), except that

it is now two-dimensional:

φCE
H = FH

(
θ̂H

(
φCE
H , φCE

L

))
and φCE

L = FL

(
θ̂L
(
φCE
H , φCE

L

))
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This is a fixed point condition for a continuous function mapping the unit square

onto itself so by Brouwer’s fixed point theorem there exists a solution.

Proposition 1.5 The competitive equilibrium with aggregate risk is characterized

by asset sales
(
φCE
H , φCE

L

)
implicitly defined by

φCE
H = FH

(
α∗

(
φCE
H , φCE

L

)
�(φCE

H ) b

)
and φCE

L = FL

(
α∗

(
φCE
H , φCE

L

)
�(φCE

L ) b

)
,

where α∗
(
φCE
H , φCE

L

)
is the optimal maturity structure defined by equation (1.5).

Due to the nesting of endogenous variables with the exogenous functions it is

hard to specify general conditions to guarantee that the competitive equilibrium is

unique and satisfies φCE
H < φCE

L and therefore �H > �L. For the purposes of this

paper I restrict attention to cases where this is true. The functional forms and

parameters in the numerical simulation of Section 1.6 show that such cases exist

and don’t require unreasonable parameter assumptions.

To highlight the equilibrium effect of the two-sided inefficiency it is instructive

to compare the competitive equilibrium to the first-best allocation with efficient

liquidation thresholds:

θ̂FB
H =

�H
X

and θ̂FB
L =

�L
X

Using the efficient liquidation thresholds, the first-best allocation is characterized

by asset sales
(
φFB
H , φFB

L

)
implicitly defined by

φFB
H = FH

(
�
(
φFB
H

)
X

)
and φFB

L = FL

(
�
(
φFB
L

)
X

)
.

Since by strict first order stochastic dominance FH(θ) < FL(θ) for any θ ∈ (0, 1),

the first-best allocation satisfies φFB
H < φFB

L and therefore �FB
H > �FB

L . This means
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that even in the first-best allocation the liquidation values vary across aggregate

states.

From Proposition 1.4 we know that θ̂CE
H < θ̂FB

H and θ̂CE
L > θ̂FB

L which means that

compared to the first-best allocation the competitive equilibrium has less liquidation

in the high state and more liquidation in the low state. This implies the following

result.

Proposition 1.6 In the competitive equilibrium with aggregate risk and �H > �L

the two-sided inefficiency has a self-reinforcing effect by amplifying the volatility in

liquidation values:

�CE
H > �FB

H and �CE
L < �FB

L .

The two-sided inefficiency originates in the fact that the liquidation values vary

across aggregate states which is true even in the first-best allocation. Then the

inefficiency causes too little liquidation in the high state and too much liquidation

in the low state. This further increases the volatility of liquidation values, reinforcing

the inefficiency in a feedback effect.

Nevertheless, it is important to note that the competitive equilibrium is still

constrained efficient. Since each bank maximizes the economic surplus of its in-

vestment opportunity it has the same objective function as a social planner who is

constrained to choosing a debt-maturity structure. The banks fully internalize the

effect of their maturity structure when trading off the inefficiencies in the two aggre-

gate states. Therefore, a policy intervention such as a tax on the use of short-term

debt would reduce efficiency. It would lead to an increase of the inefficiency due to

excessive risk-taking which more than outweighs the reduction of the inefficiency

due to excessive liquidation.
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1.6 Numerical Simulation

To quantify the two-sided inefficiency of this paper and to illustrate some of the

comparative statics I now run a numerical simulation with specific functional forms.

I assume a very simple functional form for the distributions of success probabilities

in the two states:

FH(θ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 for θ < 0

(1− q) θ for 0 ≤ θ < 1

1 for θ ≥ 1

, FL(θ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 for θ < 0

q + (1− q) θ for 0 ≤ θ < 1

1 for θ ≥ 1

The distributions FH and FL are both uniform on the interval (0, 1) but have

probability mass q at one of the endpoints, FH at θ = 1 and FL at θ = 0.

This boils down the nature of aggregate risk to two parameters, the probability

p of the high state and the probability mass q in the state-contingent distributions

of success probabilities. The two parameters have straightforward interpretations.

The probability p is a proxy for the negative skew of aggregate risk since for higher

values of p the low aggregate state is less likely. The probability mass q is a proxy

for the correlation of the banks’ projects.15 I assume that the liquidation value is

given by �(φ) = 1− φ and that the payoff of a successful project in the final period

t = 2 is given by X = 2.

15The actual correlation coefficient between any two success probabilities θi, θj
is given by ρ = 3q2/ (4q (3p− 1) + 1) which is strictly increasing in q for all p, q ∈
[0, 1].
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Without Aggregate Risk In the case without aggregate risk, i.e. q = 0, the

equation characterizing the competitive equilibrium simplifies to16

φCE = F

(
�
(
φCE

)
X

)
=

1− φCE

2
,

which implies φCE = θ̂CE = 1
3
and an equilibrium liquidation value of �CE = 2

3
. The

expected profit of an individual bank given these values is

F (θ̂CE)�CE +

∫ 1

θ̂CE

θXdF (θ)− 1 =
1

9
,

which corresponds to a return of 11.1% on the initial investment of 1.

With Aggregate Risk In the case with aggregate risk, i.e. q > 0, the optimal

maturity structure for given liquidation values �H , �L implies liquidation thresholds

θ̂H =
1

2

�H�
2
L

p�2L + (1− p) �2H
and θ̂L =

1

2

�2H�L
p�2L + (1− p) �2H

.

Substituting these into the fixed point condition characterizing the competitive

equilibrium and using the functional forms for FH , FL and � yields

φH = (1− q)
1

2

(1− φH) (1− φL)
2

p (1− φL)
2 + (1− p) (1− φH)

2

and φL = q + (1− q)
1

2

(1− φH)
2 (1− φL)

p (1− φL)
2 + (1− p) (1− φH)

2 . (1.6)

I computationally derive the competitive equilibrium for five different values each of

p and q. The probability p of the high state varies from 0.5 to 0.9 and the probability

16Note that for q = 0, there is no difference between the states H and L so the
probability p doesn’t matter.
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p 
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Figure 1.5: Percentage of ex-ante surplus destroyed by the inefficiency

mass q varies from 0 to 0.1.17 The fixed point condition (1.6) has a unique solution

(φH , φL) with φH < φL for each of the combinations (p, q) I consider, with φH

ranging from 0.25 to 0.33 and φL ranging from 0.33 to 0.54.

Figure 1.5 shows the impact of the two-sided inefficiency on economic surplus

for the different combinations of p and q. The figure displays the percentage of

expected economic surplus lost in the competitive equilibrium relative to the first-

best allocation. We see that the inefficiency cost is exponentially increasing in the

correlation of projects as captured by q. In addition, the effect is strongest if aggre-

gate risk is negatively skewed, i.e. the probability p of the good state is high and

the low state is unlikely to occur. In the worst case almost 50% of ex-ante economic

surplus is lost due to the inefficient liquidation policy.

The amplification effect of the two-sided inefficiency is illustrated in Figure 1.6

for the intermediate case of p = 0.7 and q = 0.05. The figure starts at the liquidation

values in the first-best allocation which are �FB
H = 0.678 and �FB

L = 0.644. It then

17These values for p and q span a range of correlation coefficients between two
success probabilities θi, θj from 0% to 2.5%.
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Figure 1.6: Amplification effect for p = 0.7 and q = 0.05

iterates between (i) the dashed curves, representing asset sales implied by the banks’

optimal reaction for given liquidation values and (ii) the solid curve, representing

liquidation values implied by given asset sales. The iteration ends at the competitive

equilibrium, where �CE
H = 0.700 and �CE

L = 0.600. Due to the amplification, the

standard deviation of liquidation values increases by a factor of three from 0.015

in the first-best allocation to 0.046 in the competitive equilibrium while the mean

changes by only 0.002. We see that the two-sided inefficiency has a strong self-

reinforcing effect, significantly amplifying the magnitude of aggregate risk faced by

each bank.

1.7 Discussion

For purposes of exposition this paper presents a very stylized model. The main

results, however, are robust. The first building block of the model is that the incen-

tive problem of a bank’s equity holders is worse when asset liquidity is high. This

applies whenever there is still an upside possible in the bank’s project and this up-



CHAPTER 1. ROLLOVER RISK: OPTIMAL BUT INEFFICIENT 34

side is greater than the liquidation value. In this case equity holders stand to gain

more by keeping the project running instead of liquidating. If the liquidation value

reflects, at least in part, the assets’ value in alternative uses, it can be higher than

the expected payoff in current use which implies that the equity holders’ decision is

inefficient. This incentive problem is more severe, the higher the liquidation value,

i.e. the more valuable the assets are in alternative uses.

The second building block is the fact that a bank’s rollover risk is decreasing in

its asset liquidity. This is a very basic comparative static with a strong intuition:

When creditors decide whether to roll over their loans in a situation where illiquidity

is possible, their decision will depend on how vulnerable the bank is. The key factor

determining the bank’s vulnerability is how many withdrawals it can satisfy given

the liquidation value of its assets before it runs out of funds. Therefore higher asset

liquidity means less jittery creditors means lower rollover risk. If asset liquidity

varies across aggregate states, so will the rollover risk a bank faces.

If the liquidation value is deterministic as in the case without aggregate risk, a

bank can expose itself to exactly so much rollover risk as to implement the optimal

liquidation policy. However, if the liquidation value is random as in the case with

aggregate risk, then the incentive problem is worse when the disciplining device is

weaker and vice versa, causing the two-sided inefficiency.

Two potential solutions to address the inefficiency problem come to mind. The

first potential solution is equity financing. As discussed in the paper, a fully equity

financed bank will not face an incentive problem so it doesn’t fall victim to the

inefficiency. In addition, if all banks were fully equity financed, the amplification

effect would be eliminated and the volatility of liquidation values would be much

lower. I want to highlight that besides the usual argument that equity financing
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may not be used because it is more expensive, the amplification effect implies that

banks do not internalize the social cost of using debt financing. Therefore, even if I

allowed the banks in the model to choose equity financing, their decision would be

distorted toward debt financing.

The second potential solution is state-contingent debt. Clearly, if the face value

of short-term debt could be made contingent on the liquidation value, the ineffi-

ciency problem would be solved. By specifying different face values for different ag-

gregate states, the bank gains an additional degree of freedom in its self-disciplining

device. It can then tailor its exposure to rollover risk in exactly the right way, as is

the case without aggregate risk. However, this will make short-term debt more risky

for the creditors which runs against one of the main reasons for short maturities in

the supply of credit.18

The source of aggregate risk in my model is the correlation of banks’ projects

which is assumed to be exogenous. This raises the question if banks would choose

correlated projects if this decision was endogenous.19 In my model a bank suffers

inefficiency costs in both aggregate states for intermediate realizations of its ex-

pected project payoff. This creates an incentive to choose projects with probability

mass concentrated away from intermediate realizations. Given that other banks are

choosing correlated projects, an individual bank would therefore want to choose a

project that is either positively or negatively correlated with other banks. While

the details of the parameterization will determine which way the decision goes, it

18In my model creditors are risk neutral and have no particular preference for
the maturity of their loans. This focuses my model on the demand for short-term
financing.

19See Acharya (2009) and Farhi and Tirole (2010) for models of banks choosing
the correlation of their portfolios with the prospect of a government bailout.
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is possible that banks would want to choose positively correlated projects, even

absent considerations such as government bailouts.

1.8 Conclusion

In this paper I present a new model of debt-maturity structure choice and highlight

an important inefficiency in the use of short-term debt. The benchmark model of

banks facing only idiosyncratic risk establishes the mechanism of using the deb-

maturity structure to overcome an incentive problem and implement a liquidation

policy. By anticipating the coordination problem among short-term creditors, a

bank can choose the right amount of rollover risk to maximize its economic surplus.

The competitive equilibrium achieves the first-best allocation.

The addition of aggregate risk, however, severely undermines the disciplining

mechanism of short-term debt and drives a wedge between desired and achievable

liquidation policy. This implies a two-sided inefficiency where in good aggregate

states there is excessive risk-taking, while in bad aggregate states there is excessive

liquidation. The reason is that the disciplining effect of short-term debt is weakened

in the states where it is needed more and strengthened in the states where it is

needed less. The competitive equilibrium shows that this inefficiency causes sizable

losses of economic surplus and is self-reinforcing with a significant amplification of

aggregate volatility.
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1.9 Appendix

1.9.1 Global Game

To apply the standard global games results summarized by Morris and Shin (2003)

the payoffs have to satisfy certain properties. Using the fund manager payoffs of

Section 1.3, the payoff difference between withdrawing and rolling over is:

Δ(λ, θ) =

⎧⎪⎨
⎪⎩

w − θbw for λ ≤ �
α

w for λ > �
α

This payoff difference is monotone in θ (state monotonicity) and there is a unique

θ∗ that solves
∫ 1

0
Δ(λ, θ) dλ = 0 (strict Laplacian state monotonicity). In terms of

limit dominance, for θ < 1/b we have Δ(λ, θ) > 0 for all λ (lower dominance region).

Taking the approach of Goldstein and Pauzner (2005) I assume that for sufficiently

high θ the bank cannot become illiquid, e.g. because the project matures early and

pays off X for sure. This implies an upper dominance region (θ, 1] such that for

θ > θ we have Δ(λ, θ) < 0 for all λ. The payoff difference Δ(λ, θ) is not monotone

in λ but it satisfies the following single-crossing property: For each θ there exists a

λ∗ ∈ R ∪ {−∞,+∞} such that Δ(λ, θ) < 0 for all λ < λ∗ and Δ(λ, θ) > 0 for all

λ > λ∗. In addition, the signal about θ with uniform noise satisfies the monotone

likelihood ratio property. Given all these properties, there is a unique equilibrium

and it is in symmetric switching strategies around a critical value θ̂.20

20See Lemma 2.3 and the following discussion in Morris and Shin (2003) and
Theorem 1 in Goldstein and Pauzner (2005) for details.
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In equilibrium, a fund manager with signal θ̃j = θ̂ has to be indifferent between

rolling over and withdrawing:

Pr

[
λ ≤ �

α

∣∣∣∣ θ̂
]
E[θ|θ̂]bw = w

Given the signal structure, for a particular realization θ the distribution of signals

is uniform on [θ − ε, θ + ε] and for a particular signal realization θ̃ the conditional

distribution of θ is

f(θ|θ̃) =

⎧⎪⎨
⎪⎩

f(θ)

F (θ̃+ε)−F (θ̃−ε) for θ ∈ [θ̃ − ε, θ̃ + ε],

0 otherwise.

With the distribution of θ|θ̂ we have an expression for E[θ|θ̂] so it remains to derive

the distribution of λ|θ̂. We can derive the corresponding c.d.f. G(λ|θ̂) as follows: The
probability that a fraction less than λ receives a signal less than θ̂ (and therefore

withdraws) equals the probability that θ is greater than θ′ defined by

θ̂ − (θ′ − ε)

2ε
= λ

⇒ θ′ = θ̂ + ε− 2ελ

We therefore have

G(λ|θ̂) = 1− F (θ̂ + ε− 2ελ|θ̂)

= 1−
∫ θ̂+ε−2ελ

θ̂−ε

f(θ)

F (θ̂ + ε)− F (θ̂ − ε)
dθ

=
F (θ̂ + ε)− F (θ̂ + ε− 2ελ)

F (θ̂ + ε)− F (θ̂ − ε)
.



CHAPTER 1. ROLLOVER RISK: OPTIMAL BUT INEFFICIENT 39

Finally we have to derive the limits as the signal noise ε goes to zero. First, we

have that limε→0 E[θ|θ̂] = θ̂. Second, we have that

lim
ε→0

G(λ|θ̂) = lim
ε→0

F (θ̂ + ε)− F (θ̂ + ε− 2ελ)

F (θ̂ + ε)− F (θ̂ − ε)

= lim
ε→0

f(θ̂ + ε)− f(θ̂ + ε− 2ελ) (1− 2λ)

f(θ̂ + ε) + f(θ̂ − ε)
by l’Hôpital’s rule

= lim
ε→0

f(θ̂ + ε)− f(θ̂ + ε− 2ελ)

f(θ̂ + ε) + f(θ̂ − ε)
+ lim

ε→0

2λf(θ̂ + ε− 2ελ)

f(θ̂ + ε) + f(θ̂ − ε)

=
0

2f(θ̂)
+

2λf(θ̂)

2f(θ̂)

= λ

So the distribution of λ conditional on being at the switching point becomes uniform

as the signal noise goes to zero.

1.9.2 Model without Fund Managers

Instead of using fund manager payoffs, we can work with the real creditor payoffs.

If enough short-term creditors roll over and the bank remains liquid, a creditor

who rolls over receives an expected payoff of θDST while a creditor who withdraws

receives 1. If too many short-term creditors withdraw and the bank becomes illiquid,

a creditor who rolls over receives zero while a creditor who withdraws receives �/α.

With the assumption of an upper dominance region, these payoffs satisfy the global

game conditions of Appendix 1.9.1 guaranteeing that the equilibrium is unique and

in switching strategies.



CHAPTER 1. ROLLOVER RISK: OPTIMAL BUT INEFFICIENT 40

Indifference at the switching point between rolling over and withdrawing re-

quires

�

α
θDST =

�

α
+

(
1− �

α

)
�

α

so the critical value is given by

θ̂ =
1

DST

(
2− �

α

)
. (1.7)

As in the case with fund managers, the liquidation threshold from the creditor

coordination game is decreasing in �. This implies that for a given maturity struc-

ture α and a given face value DST the bank is more vulnerable to runs for lower

liquidation values.

The main difference to the case with fund managers is that the critical value

now depends on the face value DST . Through the ex-ante break-even condition, the

face value DST is endogenous and depends on θ̂:

F (θ̂)
�

α
+

∫ 1

θ̂

θDSTdF (θ) = 1. (1.8)

We see that equations (1.7) and (1.8) jointly determine θ̂ and DST for any given α.

Combining the two equations gives us an implicit definition of θ̂

θ̂

(
1− F (θ̂)

�

α

)
−

∫ 1

θ̂

θdF (θ)

(
2− �

α

)
= 0 (1.9)

For α > � the left hand side of (1.9) is strictly increasing in θ̂ which implies that

there is a one-to-one mapping between α and θ̂.
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Now the bank chooses α to solve the following problem:

max

{
F (θ̂)�+

∫ 1

θ̂

θXdF (θ)− 1

}
subject to (1.9)

As before, the bank maximizes the project’s economic surplus subject to a con-

straint which defines θ̂ as a function of α and the exogenous parameters.

1.9.3 Case α ≤ �

This section considers the case where the mass of short-term creditors is small

enough so they cannot cause the bank to fail. This corresponds to values of α ≤ �,

such that withdrawals from all short-term creditors can be satisfied in t = 1 without

liquidating the entire project. I assume that in t = 2 short-term debt is senior to

long-term debt. As in the main part I start by deriving the endogenous face values

and the bank’s expected payoff without aggregate risk.

Without rollover risk, the expected payoff to a fund manager from rolling over is

θbw regardless of the number of others withdrawing and the payoff to withdrawing

is w as before. The critical value for θ is therefore independent of α and given by

θ̃ =
1

b
.

This implies that for realizations θ ≤ θ̃ the bank has to liquidate a fraction α/�

of its assets at a liquidation value of � which raises a total of α. The remaining

fraction of assets 1 − α
�
remains in place. For realizations θ > θ̃ the bank doesn’t

face withdrawals. Combining this with the bank’s expected payoff for α > � derived
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in Section 1.4.1 the complete expected payoff of the bank choosing α ∈ [0, 1] is

⎧⎪⎨
⎪⎩

F (θ̃)α +
∫ θ̃

0

(
1− α

�

)
θXdF (θ) +

∫ 1

θ̃
θXdF (θ)− 1 for α ≤ �,

F (θ̂)�+
∫ 1

θ̂
θXdF (θ)− 1 for α > �.

The payoff is continuous in α since the two expressions are the same for α = �

but not differentiable at α = �. It is either monotone or single-peaked. Due to the

linearity of the bank’s expected payoff for α ≤ �, the optimal solution will be either

α = 0, α = �, or we will be in the region α > � discussed in the main part of the

paper.

To guarantee that the solution falls into the range of α > � we have to assume

that the derivative of both pieces are positive at α = �:

⎧⎪⎨
⎪⎩

F
(
1
b

)− X
�

∫ 1
b

0
θdF (θ) > 0

f
(
1
b

)
1
�b

(
�− 1

b
X
)
> 0

These conditions involve only exogenous parameters and can be satisfied.

With aggregate risk, the bank’s expected payoff is more complicated

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p
[
FH(θ̃)α +

∫ θ̃

0

(
1− α

�H

)
θXdFH(θ) +

∫ 1

θ̃
θXdFH(θ)− 1

]
+(1− p)

[
FL(θ̃)α +

∫ θ̃

0

(
1− α

�L

)
θXdFL(θ) +

∫ 1

θ̃
θXdFL(θ)− 1

] for α < �L

p
[
FH(θ̃)α +

∫ θ̃

0

(
1− α

�H

)
θXdFH(θ) +

∫ 1

θ̃
θXdFH(θ)− 1

]
+(1− p)

[
FL(θ̂L)�L +

∫ 1

θ̂L
θXdFL(θ)− 1

] for α ∈ (�L, �H)

p
[
FH(θ̂H)�H +

∫ 1

θ̂H
θXdFH(θ)− 1

]
+(1− p)

[
FL(θ̂L)�L +

∫ 1

θ̂L
θXdFL(θ)− 1

] for α > �H
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Again the payoff is continuous in α but not differentiable at α = �L, �H . It is either

monotone or single-peaked. For the optimal α to be in the region α > �H we need

⎧⎪⎨
⎪⎩

p
[
FH

(
1
b

)− 1
�H
X

∫ 1
b

0
θdFH(θ)

]
+ (1− p) fL

(
�H
�Lb

)
1

�Lb

(
�L − �H

�Lb
X
)
> 0

pfH
(
1
b

)
1

�Hb

(
�H − 1

b
X
)
+ (1− p) fL

(
�H
�Lb

)
1

�Lb

(
�L − �H

�Lb
X
)
> 0

Again these are conditions involving only exogenous parameters and can be satis-

fied.



Chapter 2

Anxiety in the Face of Risk

2.1 Introduction

Economists have extensively investigated dynamically inconsistent preferences. The

literature has, however, focused on inconsistency of time preferences, while neglect-

ing implications for risk preferences. We study a particular case of dynamically

inconsistent risk preferences.

We define an anxiety-prone decision maker as more risk averse for imminent

than for distant risk. As the resolution of uncertainty draws close, such an agent

wants to pull back from gambles he previously decided to take, although there is no

new information, and despite his beliefs not having changed for any other reason.

Such behavior is the result of dynamically inconsistent preferences with respect

to risk trade-offs. This is markedly different from an agent having time-changing

risk preferences. There is no intra-personal disagreement about risk preferences

(and the price of risky assets, for that matter) for an agent who simply values risks

differently at different points in time. It is also distinct from a preference for the

44
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timing of the resolution of uncertainty, as an anxiety prone decision maker violates

the axiom in Kreps and Porteus (1978) that assumes temporal consistency.

If an anxiety-prone agent trades in a financial market, in which dates of res-

olution of uncertainty approach and pass, he will trade excessively. In particular,

he will sell risky securities just before information about these securities’ payoffs

is revealed, and buy back his position after the resolution of the risks. His trading

causes a predictable price dip before announcement dates, and price increases in

the period the risk gets resolved. Indeed, the empirical literature has found such

an anomaly, and discussed it as the ‘earnings announcement premium’ (Bernard

and Thomas (1989)). Lamont and Frazzini (2007) confirm that the selling pressure

before the announcement as well as the buy pressure after the event stems from

small investors, with large and presumably sophisticated investors taking the other

side of the trades. Our theory predicts both of these features.1

We also predict investor returns associated with such behavior. Overtrading

due to anxiety is costly for two reasons. First, trading costs eat up returns even

if trading per se does not lead to losses. Odean (1999) famously documents this.

Second, anxious investors sell before announcements when prices tend low, and

buy back at higher prices after the resolution of uncertainty, thus losing with each

round of trading in expectation, even absent trading costs. The sum of transaction

costs and systematic trading losses may explain why retail investors shun equity

exposure at prices neo-classical theory would predict. This gives rise to the eq-

uity premium puzzle. Our theory thus views (i) overtrading (ii) price anomalies

around announcements and (iii) the equity risk premium as stemming from a single

behavioral distortion – anxiety.

1We predict overtrading by individual unsophisticated agents at this point, not
patterns of aggregate trading volume. Excessive aggregate trading can be explained
by overconfidence, which is a prediction we derive later in this paper.
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It is natural to expect sophisticated agents to come up with strategies to cope

with anxiety. Such strategies involve the delegation of investment decisions, which

is otherwise puzzling in light of sub-par performance of money managers (Gruber

(1996)). Paying an agent to carry out future decisions according to present prefer-

ences is a simple but effective way to solve the dynamic inconsistency with respect

to risks. Our theory also suggest a demand for particular fee schedules featured in

investment funds and brokerage accounts. For example, an anxiety prone decision

maker will prefer to have to pay for – or better yet be denied – immediate infor-

mation about fund performance, because such information may prompt his future

self to trade out of a position deemed reasonable presently. This is particularly true

for information about increased risks, as we will explain in the section on over-

confidence. The timing of investment decisions will be affected as well. Agents will

invest in recent winners and pull out funds from recent losers, as Sirri and Tufano

(1998) observe. No learning about fund managers’ ability is required to explain this

pattern.

As another strategy to cope with anxiety, we present a model of endogenous

overconfidence. The desire to confine future behavior to present preferences gives

rise to a demand for overconfidence. If exposed to a risky environment, the agent

finds it beneficial to have overconfident beliefs in the future, as overconfidence helps

counterbalance the anxiety he expects his future self to exhibit. Underestimating

the risks, his future self will be more likely to take gambles that are favorable ac-

cording to the manipulating self’s preferences, but not according to the anxious

self’s preferences. We show that the agent can deceive himself to generate such bi-

ased beliefs in an intra-personal strategic communication game between his present

and future self, despite the future self being a rational Bayesian updater and being
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aware of being deceived by its previous self. A comparative statics analysis confirms

the intuition that agents more prone to anxiety are more likely to be overconfident,

and that they tend to be overconfident to a greater degree. We thus provide a first

micro-foundation of a systematic bias of beliefs that has helped explain many puz-

zles in financial economics that neo-classical theory has left open, such as seemingly

excessive amounts of trade.

Moreover, as a result of overconfidence, an anxiety-prone agent may appear

to take excessive risks. In our model, overconfidence arises only in high-risk en-

vironments. Therefore, we suggest that excessive risk-taking should feature most

prominently in inherently risky domains such as securities trading. We conjecture

that features of intra-organizational communication patterns can be explained with

our theory. Occupational choices and associated cognitive dissonance are other ar-

eas we see fit. Ben-David, Graham, and Harvey (2010) confirm that financial top

executives are systematically overconfident (realized market returns are within their

80% confidence intervals only 33% of the time). Ben-David, Graham, and Harvey

(2007) show that this overconfidence translates into riskier corporate policy.

The rest of this paper is organized as follows. In Section 2.1.1 we relate our work

to previous research on anxiety, both in psychology and economics. We present

experimental evidence to support our assumptions, as well as a short overview on

the literature on overconfidence, a prediction of our model. Section 2.2 presents

our formal setup. Section 2.3 investigates how an anxiety-prone agent behaves in

a stylized financial market. We also discuss implied institutional effects in that

section. Section 2.4 presents our model of endogenous overconfidence. We conclude

and lay out ideas for future research in Section 2.5. All proofs are relegated to the

appendix.
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2.1.1 Related Literature

Anxiety

People become ‘anxious’ as they approach risky situations. To measure ‘anxiety’ (in

a popular sense of the word), psychologists have investigated physiological, emo-

tional, and cognitive responses to anxiety provoking situations. All of them involve

being exposed to risks, and immediacy of the risk is found to be a leading deter-

minant for physiological and behavioral reactions to the risk. To illustrate, Roth,

Breivik, Jørgensen, and Hofmann (1996) continues a whole series of psychological

studies on anxiety of parachutists as the moment of the jump approaches, as well as

during the fall (e.g. Fenz and Epstein (1967), Fenz and Jones (1972)). Self-reported

anxiety, heart rate and other measures peak right before the jump in novices.2

Experienced jumpers learn to inhibit or control their fear, which helps them to

perform better in their risky endeavor. Paterson and Neufeld (1987) also find im-

minence to be a major determinant of the appraisal of a threat in the laboratory.

Objectively observable physiological responses besides heart beat and self-reported

anxiety include sweating (Monat and Lazarus (1991)).

Lo and Repin (2002) measure the same physical responses of day traders to anx-

iety provoking situations. In a follow-up paper, Lo, Repin, and Steenbarger (2005)

confirm that traders with stronger emotional response generate lower returns. We

will argue in this paper that the response to anxiety in the face of risk includes

changes of risk preferences, which cause trading losses. Indeed, Loewenstein, We-

ber, Hsee, and Welch (2001) list changes of risk preferences as emotional reactions

2Fear of flying seems a more commonly experienced situation. Accident statis-
tics rarely change significantly between the time of ticket purchase and the actual
flight. Yet, many passengers get more anxious as take-off is imminent. Introspection
suggests that the run-up to an academic talk or other forms of public speaking, or
performing music, trigger similar feelings.
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to the immediacy of risk, despite cognitive evaluations of the risks remaining un-

changed.

Economists have used the term anxiety before only in very specific circum-

stances. Maybe most notably, Epstein and Kopylov (2007) have a model of ‘cold

feet’, in which a decision maker becomes more pessimistic as risks approach. Be-

sides the prediction that people may pull back from risks previously decided to

take, their axiomatization has little in common with our approach.

Experimental Evidence

There are several experimental studies documenting agents who are more risk averse

if the resolution of uncertainty is temporally close than when it is distant. We want

to highlight three studies which are particularly close to the phenomenon we address

in this paper.3

Jones and Johnson (1973) have subjects participate in a simulated medical trial

for a new drug where they have to decide on a dose of the drug to be administered.

The subjects are told that the probability of experiencing unpleasant side-effects

is increasing in the dose administered, as is the monetary compensation. More risk

averse subjects should then choose lower doses than less risk averse subjects. In line

with the predictions of our theory of anxiety, the study finds that subjects choose

higher doses if they are to be administered the next day than when they are to be

administered immediately.

In a second, more recent study by Onculer (2000), subjects are asked to state

their certainty equivalent for a lottery to be resolved immediately, as well as for the

same lottery to be resolved in the future. A lower certainty equivalent corresponds to

3For other studies see Shelley (1994), Keren and Roelofsma (1995), and Sagris-
tano, Trope, and Liberman (2002).
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higher risk aversion. The study finds that subjects state significantly lower certainty

equvalents for the immediate lottery than for the future lottery.

The third study is by Noussair and Wu (2006). The study presents subjects with

a list of choices between two binary lotteries. The first lottery always has prizes

($10.00, $8.00) while the second lottery always has prizes ($19.25, $0.50). Going

down the list, only the respective probabilities of the two prizes change, varying

from (0.1, 0.9) to (0.9, 0.1). As probability mass shifts from the second prize to the

first prize, the second lottery becomes increasingly attractive compared to the first

lottery. Subjects are asked to pick one of two lotteries for each of the probability

distributions. The probability distribution at which a subject switches from the

“safe” lottery to the “risky” lottery is a proxy for the subject’s risk aversion. One

of the chosen lotteries is actually played out, either on the same day or three months

later. The study finds that 38.5% of subjects are more risk averse for the present

than for the future.4

In sum, people react differently to risks as a function of the time to resolution

of the uncertainty without believing the situation to get more risky.

Overconfidence and its Relation to Forgetting

The previous subsection provided evidence to support the assumption of our model

– higher risk aversion if the resolution of uncertainty is more imminent. In this

section, we review psychological evidence of one of the model’s predictions, namely

that anxiety-prone agents exhibit overconfidence.5

47.7% are more risk averse for the future than the present, risk aversion of the
other subjects does not change.

5We emphasize the distinction between overconfidence, which refers to holding
beliefs with excessively high precision, and over-optimism, which refers to over-
estimating the mean of a distribution. Neither is implied by the other, as Hvide
(2002) clearly illustrates. Over-optimism is also documented in the psychology lit-
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Beginning with Adams and Adams (1961), countless studies in cognitive psy-

chology on the calibration of subjective probabilities have reported that people

overestimate the precision of their knowledge (see Alpert and Raiffa (1982), Kah-

neman and Tversky (1973)). Subjects often answer general knowledge questions

incorrectly, yet with high reported confidence or even certainty. Indeed, they are so

confident that they are willing to bet on their answers’ correctness (Fischhoff, Slovic,

and Lichtenstein (1977)). The effect abates, but does not disappear, when subjects

are informed about other subjects’ overconfidence in the task at hand. Psychologist

as subjects are no exception (Oskamp (1965)). More particularly, overconfidence

is greatest for difficult tasks, for forecasts with low predictability, and for under-

takings lacking fast and clear feedback (Fischhoff, Slovic, and Lichtenstein (1977),

Hoffrage (2004)). Financial markets are a prime example of such an environment.

As for the mechanism how overconfidence is generated, in his essay “On the

psychological mechanism of forgetting,” Freud suggests that anxiety triggering in-

formation is prevented from entering memory and gets suppressed (Freud (2008),

see also Guenther (1988)). An implication is that forgetting probabilities in anxiety

triggering environments should be higher than in subjectively safe situations. Zeller

(1950) shows that more anxious people are more forgetful as a result of repression.

Holmes (1995) gives a review of other experiments validating the memory manip-

ulation implications of anxiety. Deliberate memory manipulation is also implied in

Pearlin and Radabaugh (1976), who find that people “who experienced increased

anxiety (...), showed stronger tendencies to endorse drinking as a way of controlling

distress” (see also Morris and Reilly (1987)).

erature, albeit less prominently than overconfidence (see Langer (1975), Weinstein
(1980)). Applications of overoptimism to economics, such as Van den Steen (2004),
are almost exclusively outside of the finance domain.
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While overconfidence is a prediction of our model, existing models use overcon-

fidence as an ingredient for finance applications. Agents in those models usually

overestimate the precision of signals. Quite naturally, it leads to overreaction to

the news associated with the overweighted signal (Daniel, Hirshleifer, and Subrah-

manyam (1998)). Other uses of overconfidence are in explaining possibly excessive

trade volume (Scheinkman and Xiong (2003)), and pricing of consumer products

(Grubb (2009)). We are not aware of prior work that is concerned with overconfi-

dence as a commitment device to take risks.

2.2 Model

Denote a possibly random intertemporal payoff stream from period t to period T

by XT
t = (xt, xt+1, . . . , xT ). Our anxiety-prone agent evaluates the consumption

stream XT
t according to the utility function

Ut (Xt) = Et

[
v (xt) + δu (xt+1) + · · ·+ δT−tu (xT )

]
,

where v and u are von Neumann-Morgenstern utility indices, δ ≤ 1 is a discount

factor and Et is the expectations operator conditional on the information available

at the beginning of period t.6

The only difference between our agent and a standard agent is that uncertainty

in the current period is evaluated according to the utility function v while un-

6Assuming time separable utility inevitably implies marginal rates of inter-
temporal substitution. Several recent writings find this a desirable trait, and ex-
plore the joint effects of non-exponential discounting and implied non-constant risk
aversion. See, for example Fudenberg and Levine (2010), and Halevy (2008). The
inter-temporal effect is, however, not the focus of our paper. Therefore, for simplic-
ity of exposition, we choose to relegate a treatment with Epstein-Zin preferences to
a technical version of this paper, and choose examples in which the inter-temporal
implications do not affect the results.
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certainty in all future periods is evaluated according to the utility function u. To

capture the effect of anxiety affecting imminent uncertainty, we assume that v is

more risk averse than u.7 The key effect of this assumption is that it introduces

a time inconsistency in the agent’s preferences which implies that he may choose

differently from a given set of alternatives depending on the period of choice. The

following example illustrates this point.

Example Let v (x) =
√
x and u (x) = x and let δ = 1. Then the decision maker

is risk averse with respect to current uncertainty and risk neutral with respect to

future uncertainty. Now consider the following two lotteries:

x̃ =

⎧⎪⎨
⎪⎩

4 with prob. α

0 with prob. 1− α
and ỹ = 1

Then v prefers the risky x̃ to the safe ỹ if α > 1
2
while u prefers x̃ to ỹ if α > 1

4

and there is disagreement between the two utility functions for all α ∈ (
1
4
, 1
2

)
. In

particular, suppose that α = 1
3
and that the lotteries are resolved and paid out in

period t. Then the agent will choose the safe option ỹ in period t but would prefer

to commit to the risky option x̃ in all prior periods t′ < t. He is willing to pay up

to 1
3
to commit to the risky option before period t and is willing to pay up to 5

9
to

avoid the risky option in period t.

7Our notion of “more risk averse than” is the standard one going back to Pratt
(1964).
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2.3 Finance Applications

2.3.1 Announcement Effects

We consider a standard asset pricing setup in discrete time with two periods t = 0, 1.

There is a a stock with net supply of 1 and a random payoff d which is realized

at the end of period 1. No uncertainty is resolved between period 0 and period 1.

The uncertainty about the stock’s payoff is meant to represent a scheduled earnings

announcement which provides information about the stock’s dividend. It can also

be interpreted more generally as the resolution of payoff-relevant information for

holders of the stock – the key element is that the timing of the resolution is fixed

and known in advance.

The price of the stock in period t is denoted by pt and borrowing and lending is

possible at a risk-free rate of zero. At the beginning of each period t, the agent has to

form a portfolio (φt, ξt) of stock holdings and borrowing/lending, given beginning-

of-period wealth wt.

We solve backwards. In period 1, the uncertainty of the stock’s payoff is immi-

nent so the anxious agent chooses a portfolio (φ1, ξ1) to solve

max
(φ1,ξ1)

E [v (x1)]

s.t. x1 = φ1d+ ξ1

φ1p1 + ξ1 ≤ w1

The first-order condition for an interior solution is

E [v′ (φ1d+ w1 − φ1p1) (d− p1)] = 0. (2.1)
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If the agent already makes the portfolio decision in period 0, the non-anxious pref-

erences u apply, and the first-order condition is

E [u′ (φ0d+ w0 − φ0p0) (d− p0)] = 0. (2.2)

Overtrading

Consider our anxiety-prone agent in an asset market dominated by standard agents

with dynamically consistent risk aversion. Since there is no additional information

revealed between period 0 and period 1, there is no reason for the price to change

between the periods and we have p1 = p0 =: p. In addition, assume that the agent’s

wealth does not change so we have w1 = w2 =: w. Then, the first order conditions

(2.1) and (2.2) simplify to

E [v′ (φ1 (d− p) + w) (d− p)] = 0

and E [u′ (φ0 (d− p) + w) (d− p)] = 0.

This gives us the following result adapted from Wang and Werner (1994).

Proposition 2.1 If v is more risk averse than u, we have φ0 > φ1.

This result shows that our agent wants to hold more of the risky asset in period 0,

with some distance to the risk, than in period 1, when the resolution of uncertainty

is imminent. The implications of this result depend on the degree of sophistication

of the agent. A sophisticated agent anticipates in period 0 that he will want to

change his portfolio in period 1. If the agent has no way of preventing his future

self from rebalancing, he may already choose the anticipated portfolio φ1 in period

0 to avoid trading costs.
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The more interesting case is that of a naive agent. In period 0, he will choose

a portfolio φ0 but once the resolution of uncertainty is imminent in period 1, he

sells some of the risky asset to attain the portfolio φ1 < φ0. When we view the

asset market as a sequence of periods with and without news about the asset, the

agent overtrades, selling some of the stock before announcements and buying it back

afterwards. Lamont and Frazzini (2007) find evidence that selling pressure before

announcements indeed stems from small and supposedly unsophisticated traders,

as does the buy pressure after announcements. Large and supposedly sophisticated

traders take the other side of these trades.

Notably, in the presence of transaction costs, an anxious investor will earn lower

returns than a buy-and-hold investor due to overtrading, as in Odean (1999). We

examine other factors affecting individual investors’ returns in the following sec-

tions.

Price Dip

To derive pricing implications, we now model an economy with an anxiety-prone

representative agent. This implies that he has to hold the entire net supply of the

stock, φt = 1, consumes the entire payoff, x1 = d, and cannot borrow or lend,

ξt = 0. Substituting these values into the first order conditions (2.1) and (2.2), they

simplify to

E [v′ (d) (d− p1)] = 0 (2.3)

E [u′ (d) (d− p0)] = 0 (2.4)

and we have the following result.
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Proposition 2.2 If v is more risk averse than u, we have p0 > p1.

This result shows that the price at which the agent is willing to hold the stock

is lower when the resolution of uncertainty is imminent than when it is still distant.

If the agent is naive about his anxiety, he will be happy to hold the stock at a

price of p0 in period 0, irrationally expecting the price not to change in period 1.

Once the earnings announcement is imminent, the agent becomes anxious and the

price drops to p1. Note that the price jumps after the announcement (albeit not as

much) also also in a model with a standard risk averse agent. However, the price

dip before the announcement is uniquely produced by anxiety.

Rewriting the expectations in conditions (2.3) and (2.4) allows us to write the

prices explicitly:

p0 = E [d] +
Cov (u′(d), d)

E [u′(d)]
and p1 = E [d] +

Cov (v′(d), d)
E [v′(d)]

The second term in the two price equations is the risk premium. It discounts ex-

pected dividends more strongly at t = 1 than at t = 0, as shown in Proposition

2.2. In particular, the covariances are negative and the expectations positive, as

both u′ and v′ are positive but decreasing. As one should expect, increasing but

risk averse utility functions imply a price discount of the risky asset, relative to

expected value. More risk aversion makes for heavier discounting, and vice versa.

In the case of risk neutrality, u′(d) = c, the covariance term is zero as u′′(d) = 0.

Then, the asset trades at expected dividends.8

In a market populated by both anxious and standard agents, there will be a price

drop before any scheduled announcement but not as large as in a market with only

8The same pricing equations result if the representative agent maximizes u(x0)+
v(x1) in period t = 0 and consumes out of wealth.
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anxious agents. Accompanying the price drop we should expect to see anxious agents

selling part of their stocks to standard agents. Right after the announcement, prices

should on average appreciate as anxiety-prone agents buy back their positions.

Our theory thus combines predictions about both asset price movements and

trade volume around announcement dates, which is a crucial feature of announce-

ment anomalies, as Lamont and Frazzini (2007) explain. These authors also confirm

that institutional investors lean against the individual investors’ trades. A strategy

of buying before announcement dates and selling thereafter yields excess returns of

7% to 18%, which they call the announcement premium. While their paper focuses

on explaining the price and volume patterns with the ‘attention grabbing hypothe-

sis’ (see also Lee (1992), Hou, Peng, and Xiong (2009), Barber and Odean (2008)),

their empirical results provide equal support for our theory. Our theory shifts the

focus to the other side of the same medal that Lamont and Frazzini (2007) examine:

we ask why prices tend relatively lower before the announcement, which is depicted

by Bernard and Thomas (1989). We call this the ‘pre-earnings announcement dip’.

We thereby offer a possible “common underlying cause for both volume and the

premium” that Lamont and Frazzini (2007) have called for, as an alternative to the

‘attention-grabbing hypothesis’.

Realized Returns

The stylized model above is not yet suited to be calibrated with data. However,

the analysis in Bernard and Thomas (1989) suggests a pre-earnings announcement

dip on the order of −0.5% (smaller for large firms than for small-caps). With four

scheduled earnings announcements per year, a naive agent as depicted above stands

to lose about 2% per year by overtrading in the face of scheduled quarterly earnings
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announcements alone. This loss comes on top of the transaction costs of overtrading.

This squares nicely with the empirical result by Lo, Repin, and Steenbarger (2005),

who confirm that more anxious agents generate lower returns. Our model predicts

a similar price effect for scheduled news events relevant to the equity market as a

whole, such as the publication of unemployment figures.

A naive anxiety-prone investor’s actual equity returns, i.e. the returns he enjoys

from investing in equity after accounting for the losses imposed by anxious behavior,

are lower than buy-and-hold returns derived from market data may suggest. This

helps explain the equity premium puzzle. The Equity Premium Puzzle (EPP) states

that equity returns are too high relative to bond returns than can be explained by

reasonable levels of risk aversion and discount rates. If risk aversion were as high

as implied by the difference between equity and bond returns, bond returns would

have to be much higher than they actually are. The latter part of the problem is

known as the “risk-free rate puzzle.” Hence, models attempting to explain the EPP

with agents, who are, effectively, very risk averse, can only explain the difference

in returns between bonds and equity, but fail to explain the ensuing risk-free rate

puzzle. For example, models assuming ambiguity aversion typically run into that

problem. In contrast, anxiety explains part of the EPP without running into the

risk-free rate puzzle by showing that effective equity returns to an anxiety-prone

investor are not as high as they appear in the data, while bond returns are unaffected

by anxiety. Dynamic inconsistency with respect to risks only distorts the price of

the locally risky equity, but not the price of locally risk-free bonds.

Our predictions stem from the analysis of a naive anxiety-prone agent. As we

will discuss in the next section, a sophisticated anxiety-prone agent may find ways

to behave in a dynamically consistent way and thus suffer to a lesser extent from the
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costs of overtrading. Yet, the disutility implied by the use of a commitment device

needs to be subtracted from the utility from equity returns of such an agent. For

example, the following section shows how overconfidence can let an anxiety-prone

decision maker make more dynamically consistent decisions. But then, the disutility

from overconfidence, stemming from ‘excessive risk-taking’, needs to be subtracted

from the now higher utility from holding equity without overtrading. Consequently,

even a sophisticated anxiety-prone agent will find equity a worthwhile investment

only at returns that are higher than the ones a standard consumption-based asset

pricing model yields.

Note that most firms’ equity prices may also be depressed, since institutional

counterparties may find it more profitable to use their capital to exploit the behav-

ioral distortions of retail investors trading in stocks that have immanent earnings

announcements, instead of pushing up equity prices across the board. Moreover,

anxiety-prone agents’ counterparties may anticipate the selling pressure by anxious

agents before earnings announcements. If (they know that) they can not absorb the

sales at the same price level, they will demand higher premia already ahead of the

announcement date.

In sum, our theory of anxiety in the face of risk thus links the equity premium,

price reactions to earnings announcements, and overtrading, and square nicely with

the results of Lo, Repin, and Steenbarger (2005) on the relation of anxiety and

trading performance.

2.3.2 Institutional Effects

An agent who plans according to preferences u, but is afraid his future self will

disagree with these plans (because of having preferences v), may try to find ways
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to commit his future actions to his presently chosen plan of action. While Schelling

(1984) and others have discussed the ethical aspects such a possibility brings about,

the present discussion is only concerned with that, and how, the agent can restrict

his future self’s behavior – simply by virtue of having a first-mover advantage. In-

deed, dynamic inconsistency with respect to risks gives a strong economic rationale

for doing so. As sketched out above, an anxiety-prone agent faces losses that are

not compensated by higher consumption at any time (as is the case for a hyperbolic

discounter).

Delegation Hiring an agent to carry out risk-taking decisions in the future ac-

cording to the current self’s preferences is one way to prevent future selves’ pref-

erences from conflicting with the current self’s plans. In an investment setting, it

may be the case that the anxious self is too risk averse to invest in equity, although

the agent realizes this has long-run benefits. In this situation it makes sense for the

agent to delegate investment decisions to a portfolio manager. The manager can

still react to news about particular assets, but has to stick to a predetermined split

of asset classes.

As is the case for commitment devices for hyperbolic discounters, it is clear

that having them is desirable, but it is less clear when an agent would start using

them. The delegation of investment decisions provides a nice exemption to that

rule. An agent prone to anxiety differs from a standard agent only in his evaluation

of immediate risks. Thus, we expect to see greater inflows to money managers when

immediate risks seem to be low, relative to the associated returns, even if such a

temporary calm does not carry information about future performance. This may

help to reinterpret respective evidence from the mutual fund industry. As falling

prices increase risk estimates, low returns should be associated with low inflows



CHAPTER 2. ANXIETY IN THE FACE OF RISK 62

to money managers. Indeed, Sirri and Tufano (1998) find that high returns trigger

fund inflows, and vice versa.

Of course, effort costs of managing one’s portfolio may also lead to delegation of

investment management. However, effort costs can not justify hiring an agent that

underperforms the index on average, as buying index funds is virtually costless and

free of effort. Yet, the mutual funds industry is huge, and actual fund managers

still tend to underperform the market Gruber (1996). While buying the index is

free of effort, it is not free of anxiety. Self 0 may thus correctly anticipate that the

anxious self 1 will underperform the market even more than a random portfolio

manager by failing to invest in equity at all. Self 0 will therefore be willing to pay

an investment manager, even if he expects him to underperform the market. The

obvious solution would be to hire an agent to simply buy the index, but that may

be infeasible in a model of career concerns.

Fees A redemption fee is another feature of investment funds that sophisticated

anxiety-prone decision-makers will demand. This may be one explanation why man-

agement and other fees are being competed away in the mutual funds industry, while

lock-in fees continue to feature prominently. Variations of punishments for pulling

out of risks an investor previously decided to take include fees for changing the

equity/bonds ratio of one’s investment in mutual funds, as well as fees imposed if

the total exposure to a certain asset class falls below a threshold.

Timing of Orders The widespread practice of retail investors to submit overnight

limit orders can be viewed as another costly way of coping with anxiety. Submitting

overnight limit orders deprives the investor from the possibility to react to news

in the time between submission of the order and execution, and furthermore rep-



CHAPTER 2. ANXIETY IN THE FACE OF RISK 63

resents a positive externality to other market participants: it represents an option

to buy/sell at the quoted price. See Harris (2003) for a discussion. Writing such an

option to trade, as well as foregoing the option to react to overnight news, would

never be optimal for a standard agent. However, it helps overcome commitment

problems imposed by anxiety. Instead of waiting to see his future self pull out from

the decision to invest in the stock, the current self preempts the decision before

going to bed, when the uncertainty is not yet imminent.

Demand for Delayed Resolution of Uncertainty and Costs of Information

Self 1’s risk preferences about future gambles are identical to self 0’s preferences

about the same gambles if there is no immediate resolution of uncertainty at t = 1.

This implies a disutility for resolution of uncertainty, i.e. a disutility for information,

in period t = 1. Self 0 will therefore be willing to pay for delaying the resolution of

uncertainty from t = 1 to a later date in order to harmonize self 1’s behavior with

self 0’s preferences. To be sure, this is not driven by a preference for the timing

of the resolution of uncertainty, which requires temporal consistency Kreps and

Porteus (1978). Hedge funds impose pull-out restrictions and publish performance

reports at low frequencies, although the information is available continuously and

creating a report is a largely automatable task. Note that the cost of having to

provide liquidity does not explain such clauses. Imposing costs on deposits with

short maturities will compensate the fund for the cost of liquidity provision, but

putting a temporal distance between the investor’s decision to pull out and the

payout of the funds does neither protect the fund from withdrawals nor compensate

for the implied costs. Concealing present risks, however, prevents anxious investors

from pulling out.
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2.4 Overconfidence

If commitment devices are not available, an anxiety-prone agent has an incentive to

distort his future self’s beliefs. In particular, the present self would like to convince

his future self that risks are lower than they actually are. This would lead the

future self to take riskier decisions which are more in line with the current self’s

preferences. However, if the future self has access to additional information, the

distorted beliefs may lead to decisions that are excessively risky, even from the

current self’s point of view. In this section we analyze such a situation similar to

the model of Bénabou and Tirole (2002).

For the sake of simplicity, we again restrict ourselves to two time periods, t =

0, 1, and set the discount factor to δ = 1. In period 1 the agent has to choose

between a risky or a safe alternative. The risky alternative is given by a lottery

with random payoff x. The lottery is characterized by its distribution function Gθ

where θ ∈ {H,L} denotes a state of the world that determines how risky the lottery

is. We assume that GH is a mean-preserving spread of GL so the risky alternative

is unambiguously riskier in state H than in state L. The prior probability of the

high-risk state H is given by π. The safe alternative, on the other hand, is given by

a constant payoff a.

The anxious agent in period 1 wants to take the risky alternative whenever

Eθ[v(x)] > v(a) ,
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where Eθ denotes the expectation with respect to Gθ. Denoting the certainty equiv-

alent of Gθ given the utility function v by cθv, this condition can be rewritten as

cθv > a.

The agent wants to take the risky alternative, whenever its certainty equivalent cθv

is greater than the safe alternative a.

The agent in period 0, when the risk is not imminent, wants to take the risky

alternative whenever

Eθ[u(x)] > u(a)⇔ cθu > a.

Since v is more risk averse, we have cθu > cθv for both θ ∈ {H,L} so the agent in

period 0 (self 0) and the agent in period 1 (self 1) will disagree about the course of

action if a ∈ [cθv, c
θ
u].

To make this problem interesting, we assume that the payoff of the safe al-

ternative a is not known to the agent until period 1. Self 0 only knows the prior

distribution F on [a, a] but self 1 observes the realized value of a. The state of the

world θ, on the other hand, is revealed to the agent at the beginning of period 0 in

form of a perfectly informative “red flag” warning signal s if the state is high-risk

s =

⎧⎪⎨
⎪⎩

R if θ = H

∅ if θ = L

If he receives a red flag, self 0 can choose the probability λ ∈ [0, 1] with which he

will remember the signal, i.e.,

λ = Pr [ŝ = R|s = R] ,
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where ŝ is self 1’s recollection of the signal. We assume that self 1 is fully aware of

his prior incentive to forget warning signals, so if he expects a memory probability

λe and doesn’t remember seeing a red flag he uses a Bayesian posterior

π(λe) =
π (1− λe)

π (1− λe) + 1− π
.

Given this setup, self 0 and self 1 are playing a kind of Stackelberg game. First

self 0 chooses the memory probability λ taking into account self 1’s behavior and

then self 0 decides between the risky and the safe alternative taking into account

self 0’s behavior. We are interested in the perfect Bayesian equilibria of this intrap-

ersonal game.

First, we derive self 1’s best response in t = 1, taking as given an expected

memory probability λe. If self 1 remembers seeing a red flag, ŝ = R, he knows that

the state of the world is high-risk and chooses the risky alternative if cHv > a. If

self 1 doesn’t remember seeing a red flag, ŝ = ∅, he uses the Bayesian posterior

π(λe) and chooses the risky alternative if cv(λ
e) > a where cv(λ

e) is the certainty

equivalent of the risky alternative given λe defined by

E[v(x) |π(λe)] = v(cv(λ
e)) .

Second, we derive self 0’s best response in t = 0, taking as given self 1’s be-

havior to an expected λe. If self 0 receives a warning signal and chooses a memory
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probability λ, his expected utility is

λ

[ ∫ cHv

a

EH [u(x)] dF (a) +

∫ a

cHv

u(a) dF (a)

]

+ (1− λ)

[∫ cv(λe)

a

EH [u(x)] dF (a) +

∫ a

cv(λe)

u(a) dF (a)

]
.

With probability λ the agent remembers the warning signal in period 1 and uses the

certainty equivalent cHv as the threshold, choosing the risky alternative for payoffs

of the safe alternative below the threshold and choosing the safe alternative for

payoffs above the threshold. With probability 1 − λ the agent forgets the warning

signal and uses the certainty equivalent cv(λ
e) as the threshold.

We denote the derivative of self 0’s expected utility with respect to λ by

D(λe|v) :=
∫ cv(λe)

cHv

(
u(a)− EH [u(x)]

)
dF (a) .

This expression has a very natural interpretation. The warning signal changes self

1’s decision only for values of a ∈ [
cHv , cv(λ

e)
]
. In this interval, self 1 chooses the

risky alternative whenever he remembers seeing a red flag and the safe alternative

otherwise. The effect on self 0’s expected utility of remembering the warning signal

more often is exactly the difference in utility from the safe action compared to the

risky action for the values of a where the decision is affected.

There are three possibilities for perfect Bayesian equilibria in this setting:

• Honesty Equilibrium: If D(1|v) ≥ 0, there is an equilibrium with λ∗ = 1. In

this equilibrium the agent never ignores red flags and doesn’t influence his

future self’s beliefs.
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• Overconfidence Equilibrium: If D(0|v) ≤ 0, there is an equilibrium with λ∗ =

0. In this equilibrium the agent always ignores red flags and makes his future

self maximally overconfident.

• Mixed Equilibrium: If D(λ̄|v) = 0 for some λ̄ ∈ (0, 1), there is an equilibrium

with λ∗ = λ̄. In this equilibrium the agent plays a mixed strategy, ignor-

ing the red flag with probability 1 − λ̄, and makes his future self partially

overconfident.

Proposition 2.3 One of the extreme equilibria always exists, either the honesty

equilibrium or the overconfidence equilibrium or both. If both extreme equilibria

exist, a mixed equilibrium also exists.

The existence of each kind of equilibrium depends on the degree of anxiety of

the agent, i.e., how big the difference in risk aversion is for risks that are imminent

compared to risks that are distant. In particular, we can say that an agent i is more

prone to anxiety than an agent j, if ui and uj are equally risk averse but vi is more

risk averse than vj. This enables us to state the following result.

Proposition 2.4 For an agent that is more prone to anxiety, (i) the honesty equi-

librium is less likely to exist, (ii) the overconfidence equilibrium is more likely to

exist, and (iii) if the mixed equilibrium exists, then it is associated with more over-

confidence.

Somewhat counterintuitively, people who are most prone to anxiety in the face

of risk are the same ones that are most likely to exhibit overconfidence. Note further

that a risky environment is necessary for overconfidence to arise, and to show effects

in decision making. Financial markets are a prime example of such an environment.
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Ben-David, Graham, and Harvey (2010) confirm that financial top executives are

systematically overconfident: realized market returns are within their 80% confi-

dence intervals only 33% of the time. A manifestation of overconfidence that is

important in finance, and possibly important to understand individual agents’ be-

havior during the recent financial crisis, is excessive risk-taking.

Excessive Risk-Taking Equilibria with partial or maximal overconfidence can

display excessive risk taking. In these equilibria it can be the case that the future

self ends up taking risks which even the less risk averse current self would have

avoided. To an observer who is unaware of the agent’s intra-personal conflict, the

agent seems to take risks that are greater than can be explained with ‘reasonable’

preferences, e.g. u. This can happen if the true state of riskiness is high and the agent

forgets the warning signal. In this case, whenever the payoff of the safe alternative

is below the cutoff cv(λ
∗) self 1 uses but above the cutoff cHu self 0 would like him to

use, i.e. a ∈ (
cHu , cv(λ

∗)
)
, the agent takes risks in period 1 that that self 0 considers

excessive. Analytically, this can arise since the condition for an equilibrium with

overconfidence, D(λ∗|v) ≥ 0, does not necessarily imply EH [u (x)] > u(a) for all

a < cv(λ
∗), where self 1 chooses the risky alternative. Such a situation arises in all

equilibria λ∗ with cHu < cv(λ
∗), i.e. the equilibrium cutoff used by self 1 is greater

than the cutoff self 0 would use. To an outside observer who knows that the state

is H, the anxious agent using the cutoff cv(λ
∗) appears as if he were less risk averse

than the non-anxious preference u.

Proposition 2.5 In an equilibrium with λ∗ < 1 and cHu < cv(λ
∗), the agent will be

observed to take excessive risks, i.e. he will appear less risk averse than u.
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Ben-David, Graham, and Harvey (2007) confirm empirically that overconfi-

dence, observed in Ben-David, Graham, and Harvey (2010), translates into riskier

corporate policy.

2.5 Conclusion

In this paper, we define an anxiety-prone decision maker as an agent, whose risk

aversion is higher the closer in time the resolution of uncertainty is. We discuss

experimental evidence that is predicted by our model and show in examples and

in a financial market model how this leads to dynamically inconsistent behavior.

Linking such behavior to established puzzles about price and volume around earn-

ings announcements, we suggest a clean, and arguably more credible way to think

about these patterns than existing theories propose. Evidence from the trading floor

also confirms our prediction that more anxiety-prone traders perform worse. We ex-

plain how sophistication about dynamic inconsistency and the associated costs will

trigger institutional responses such as delegation of investment decisions, and the

distinct design of brokerage and investment fund fees. We further suggest a con-

nection to optimal patterns of information provision in financial markets. Finally,

we show why it may be beneficial to a sophisticated anxiety-prone agent to hold

overconfident beliefs, and how this can be accomplished.

Combining the above model of endogenous overconfidence with problems in

financial economics seems a fruitful field of future research. We conjecture four

possible areas of applications.

First, there should be an equilibrium level of overconfidence in financial mar-

kets. The costs of overtrading due to anxiety around news announcements can be

mitigated by overconfidence. On the other hand, overconfidence may cause over-
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trading independent of news announcements according to Scheinkman and Xiong

(2003). Such trading, while not directly causing expected losses, still bears trans-

action costs. But in addition, an overconfident agent also suffers from excessive

risk taking, implying a disutility for the planning-self at t = 0. Trading off these

costs should yield an optimal amount of overconfidence according to self 0’s prefer-

ences. The equilibrium level of overconfidence should be increasing in transactions

costs and bid-ask spreads, and thus be more pronounced in more illiquid securities.

It should be negatively related to the earnings announcement premium, i.e. the

predictable price fluctuations between announcement periods and periods without

earnings announcements, and positively to the frequency of scheduled announce-

ments.

Second, recent influential works by Akerlof and Shiller (2010) and Reinhart and

Rogoff (2009) have strongly suggested that time-changing confidence needs to be

part of realistic models of market dynamics and the business cycle. Empirically,

confidence is high when leverage is high and maturities are short, and vice versa.

This is consistent with our notion that overconfidence arises when risks are high,

and (not shown in the above model) under-confidence may arise when risks are

low. As overconfident traders have a greater demand for risk than rational types

do, overconfidence sustains excessive risk levels. Conversely, under-confidence helps

sustain price levels below fundamentals in the crisis. Both outcomes may be possible

under the same parameters in a model with multiple equilibria. Extending this static

argument to a dynamic model will be more challenging.

Third, the above model of self-delusion is not necessarily to be taken literally, but

can be seen as a metaphor for the choice of information systems and communication

structures in organizations. Given a preference for a biased posterior, an anxiety-
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prone leader will implement information and communication systems that have

him misinformed about risks. The scarcity of critical upward feedback, which is

often said to be mandated by the head of the organization (‘killing the messenger’),

may be explained in this way. The more anxiety-prone the leader, the less upward

feedback will be provided.9 In the investment domain, the ‘Ostrich Effect’ may serve

as an example. Karlsson, Loewenstein, and Seppi (2005) find that investors look

up their portfolio performance less often after receiving a signal about increased

risks.10

Fourth, occupational choices and associated cognitive dissonance may be a fruit-

ful domain for applications of the overconfidence model. Nothing in the model pre-

vents that the agent, rather than nature, choose the riskiness of the environment

(and the thus implied perfectly informative signal). Parallel to the mechanism in

the present model, the agent may choose to forget the information the he based his

prior decision upon, i.e. that he chose a risky job over a safe one, and thus render

himself overconfident (see Akerlof and Dickens (1982)). This will be beneficial if the

agent’s job involves risk-taking. Professions such as securities trading should then

be particularly likely to feature overconfident agents.

9Management publications view the lack of upward feedback as the source of
countless corporate disasters and a widespread phenomenon. There are also ex-
amples in history, where leaders that were certainly not known for pronounced
propensity to anxiety, demanded critique by any means. Queen Elizabeth I is said
to have rebuked a jester “for being insufficiently severe with her.”

10The original finding is that investors tend to not look up their portfolio’s perfor-
mance after market-wide declines, about which they are likely to become informed
via generic news reports. Note that (i) price drops may be caused by increases in
risk levels, but also (ii) falling prices increase volatility estimates. Thus, in any case,
falling prices are a signal for increased risk.
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2.6 Appendix

Proof of Proposition 2.1. See Wang and Werner (1994). �

Proof of Proposition 2.2. Since v is more risk averse than u we have

−v′′ (x)
v′ (x)

> −u′′ (x)
u′ (x)

− d

dx
log v′ (x) > − d

dx
log u′ (x)

Integrating both sides yields

v′ (d)
v′ (p)

<
u′ (d)
u′ (p)

for d > p and the reverse inequality for d < p. For general p, d we then have

(
u′ (d)
u′ (p)

− v′ (d)
v′ (p)

)
(d− p) > 0

Taking expectations we get

E [u′ (d) (d− p)]

u′ (p)
>

E [v′ (d) (d− p)]

v′ (p)

Substituting in p1 the RHS is zero and we get

E [u′ (d) (d− p1)] > 0,

which implies that p0 > p1. �

Proof of Proposition 2.3. The belief π(λe) is continuous and decreasing in λe.

Therefore the certainty equivalent cv(λ
e) is continuous and increasing in λe. Finally,

this implies that D(λe|v) is continuous and increasing in λe. We then have either
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D(1|v) ≥ 0 orD(0|v) ≤ 0 or both so one of the extreme equilibria λ∗ ∈ {0, 1} always
exists. For the case where D(1|v) ≥ 0 and D(0|v) ≤ 0, there exists a λ̄ ∈ (0, 1) such

that D(λ̄|v) = 0 so the mixed equilibrium λ∗ = λ̄ also exists. �

Lemma 2.1 Consider two von Neumann-Morgenstern utility functions v1 and v2.

If v2 is more risk averse than v1, then D(λe|v2) < D(λe|v1) for all λe.

Proof. If v2 is more risk averse than v1, then cHv2 < cHv1 and cv2(λ
e) < cv1(λ

e) for all

λe. This implies that for all λe:

D(λe|v2) = −
∫ cv2 (λ

e)

cHv2

(
u(a)− EH [u(x)]

)
dF (a)

< −
∫ cv1 (λ

e)

cHv1

(
u(a)− EH [u(x)]

)
dF (a)

= D(λe|v1)

�

Lemma 2.2 Consider two von Neumann-Morgenstern utility functions v1 and v2.

If v2 is more risk averse than v1 and if there are λ̄1 and λ̄2 such that D(λ̄1|v1) = 0

and D(λ̄2|v2) = 0, then λ̄1 < λ̄2.

Proof. If v2 is more risk averse than v1, then cHv2 < cHv1 so the integral in D(λ̄2|v2)
has a smaller lower bound. Since

(
u(a)−EH [u(x)]

)
is a strictly increasing function

of a, for D(λ̄1|v1) = D(λ̄2|v2) = 0 it is necessary that cv2
(
λ̄2

)
> cv1

(
λ̄1

)
, i.e. that

the integral in D(λ̄2|v2) must have a greater upper bound. Since cv2(λ) < cv1(λ) for

a given λ, and cv (λ) is increasing in λ for v1 and v2, this implies λ̄2 > λ̄1. �

Proof of Proposition 2.4. From Lemma 2.1 we know that D(1|v2) < D(1|v1)
for v2 more risk averse than v1. Therefore an honesty equilibrium exists for v1 if it
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exists for v2. Again using Lemma 2.1 we know that D (0|v2) < D (0|v1) for v2 more

risk averse than v1. Therefore an overconfidence equilibrium exists for v2 if it exists

for v1. Finally, if a mixed equilibrium exists for v1 and v2, characterized by λ̄1 and

λ̄2 respectively, then by Lemma 2.2 we have λ̄1 < λ̄2. �

Proof of Proposition 2.5. Follows directly from the derivation in the main text.

�



Chapter 3

Flexibility as an Instrument

in Digital Rights Management1

3.1 Introduction

The arrival of digital goods came with the promise of easy transferability and

portability across various media and devices. In fact, for a user of digital goods, the

corresponding flexibility is often an essential aspect of their valuation. Yet, for the

provider of these goods, flexibility comes with the risk that unlicensed copies will

circulate and undermine revenue-generating sales.

The objective of digital-rights-management (DRM) technologies is to enable the

providers of digital goods to control the details of how consumers can use the goods.

In many current DRM systems, the provider attempts to control the consumers’

use of the good along several dimensions. Typical parameters include how long the

1An early version of this paper was presented at the Fourth Workshop on the
Economics of Information Security at the Kennedy School of Government, Harvard
University.
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consumer can use the good, how often he can use it, on how many devices he can

use it simultaneously, and whether he can copy or alter it in any way.

The current paper aims to analyze the basic design of a DRM system as an

optimal trade-off between the increase in the value of a licensed copy and the

increase in the number of unlicensed copies. Intuitively, an increase in the allowed

flexibility of a digital product increases the value of the product for its user and

hence will allow the seller to charge a higher price for a licensed copy. On the other

hand, with an increase in the flexibility comes the risk that a non-paying customer

will get, legally or not, access to the digital good. Hence an increase in flexibility

may undermine sales volume. We explicitly model the choice of flexibility in an

environment where perfect security is only possible in the limit when flexibility is

severely restricted. This is meant to represent the pervasive view that the Internet

will always be a “greynet” without perfect security provisions.2

We begin our analysis with a single content provider who offers a digital good to

many consumers. The consumers have to choose between acquiring a licensed copy

of the product and hoping to receive an unlicensed copy. The likelihood that the

consumer will be able to receive an unlicensed copy is increasing in their permitted

flexibility. The policy instruments of the content provider are price and permitted

flexibility. An increase in the flexibility increases the revenue per item sold, but it

also increases the likelihood that a given consumer will obtain access to an unli-

censed copy. The resulting equilibrium policies of the content provider will attempt

to find the optimal balance between flexibility and sales. In equilibrium, the con-

sumers will be split into buyers of licensed products and consumers of unlicensed

2We refer to “greynet” here to describe the use of digital files outside the strictly
licensed context. This includes both the use of unlicensed copies on a small scale
and the possibility of file sharing through peer-to-peer networks. Biddle, England,
Peinado, and Willman (2002) used the term “darknet” to describe exclusively peer-
to-peer networks.
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copies. The equilibrium volume of sales will be determined endogenously by price

and flexibility. An important determinant of the equilibrium policies will be the rate

at which licensed copies translate into access to unlicensed copies. In reality, this

may depend on factors such as bandwidth of internet links, social connectedness,

and other technological as well economic determinants.

In the case of online music sales, the most successful example is certainly Apple.

It is currently by far the dominant provider of high quality digital-music files with

its music store and playback software iTunes. Apple’s success in selling music files is

closely connected to its introduction of the portable music player iPod. In addition

to having a significantly larger storage capacity than the previously common flash

memories, the iPod also makes use of DRM technology. Only high quality files

bought from Apple and those extracted from a user’s own CDs using the iTunes

software can be played by an iPod.3 Conversely, the high-quality files from Apple’s

iTunes store can only be played on its own devices. The software and hardware

provided by Apple clearly represent complementary products to the digital good.

In the specific case of iTunes and iPods, they represent a platform for the use

of the digital good that enhances the value of that good. At the same time, the

digital goods sold by Apple can be used only on the platform provided by Apple.

The platform thus achieves two objectives for Apple. It enhances the security of

the DRM system itself, but it also restricts the use of unlicensed copies. Even the

unlicensed copies can essentially only be used on the Apple platform. As a result,

Apple as the platform provider can realize revenue from two sources: the sales of the

music files and the sale of the platform (i.e. the hardware and associated software).

3The iPod also plays low quality files as MP3 which certainly are no perfect
substitutes for high quality files.
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We therefore investigate the role of a platform in the context of DRM. We

make the assumption that, although the digital good may be acquired in the form

of an unlicensed copy, it will still have to run on the platform. This assumption

completely removes concern about the security of the platform, but the essential

part of the argument only requires that the platform be less susceptible to unlicensed

appearance than the digital good itself.

We then compare the outcomes of two extreme cases, assuming first that sepa-

rate firms sell the digital good and the platform and then second that an integrated

firm sells both. The analysis of two separate firms shows that there is a natu-

ral conflict between the owner of the rights to the digital good and the owner of

the rights to the platform. The owner of the digital good would like to increase the

revenue-generating sales of the good. For this reason, the content provider will want

to reduce the flexibility and increase the price. On the other hand, the platform

provider cares less about the revenue coming from the sales of the digital good and

more about the perceived value of the platform. He will therefore want to increase

the flexibility of the DRM system, thus increasing the number of circulating copies

of the digital good, licensed or not, in order to sustain the market for the platform.

We show that the resulting equilibrium will lead to a low level of flexibility, a high

price of the digital good and a low price for the platform.

Next we analyze the case of a single provider that sells both a platform for his

digital content and the content itself. The products are offered jointly but priced

separately. We show that the joint provider who also sells a platform finds it optimal

to provide each user with a higher and socially more efficient level of flexibility

than the provider who doesn’t sell a platform. In addition, the price of the digital

good itself will lower than before, even considering the higher level of flexibility.
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However, the platform provider is less concerned about the unlicensed segment

of the market, because he can recover part of the surplus that arises due to the

availability of unlicensed access through revenue from the sale of the platform itself.

Consequently, the price of the platform serves the same function as an entrance fee

to an amusement park. Because the content provider cannot extract all the surplus

in the market for digital goods, he will leave surplus to the consumers. Thus, he can

charge a substantial price for the platform that gives the consumers access to the

market for digital goods. In fact, we show that the joint provider charges a higher

price for the platform than the platform provider in the case of separate firms. Note

that this is a novel business model that contrasts with the model employed in other

markets of complementary goods in which customers make a one-time purchase of

a device and then make recurring purchases of items that complement the device

or subscribe to a complementary service. For example, Gillette makes money by

selling blades not razors, and integrated communications companies make money

by signing up cell-phone subscribers rather than by selling phones.

The development of Apple’s use of DRM since its entry into the digital music

market strongly resembles the findings of our model. Initially, under the iTunes

DRM rules, flexibility was rather limited. Each music file could be played on only

five devices at the same time that had to be authorized by the buyer of the file.

Playlists, i.e. specific arrangement of several files, could only be burned to CDs

seven times. At the time Apple as the provider of the platform was in a relatively

weak position when negotiating with the music industry who owned the rights to

the digital music files. These early negotiations were characterized by the conflict

between separate content provider and platform provider predicted by our model:
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An article in the Financial Times on February 2nd 2005 quotes a music industry

insider as saying “Our music is not something to be given away to sell iPods.”

In the time since then, Apple has become the dominant player in the market for

digital music which has significantly increased its bargaining position against the

music industry, moving the situation closer to our assumption of a joint provider.

In 2007 Apple started a public push for the sale of files without DRM restrictions

resulting in agreements with some record labels to sell DRM-free files at higher

prices. By April of 2009 all music sold on iTunes was available without DRM re-

strictions. In contrast, in markets for digital goods where Apple does not have a

dominant platform such as TV shows and movies, the files are still only sold with

severe DRM restrictions.

Related Literature Several authors have put forth arguments about why piracy

of easily reproducible goods might be beneficial to providers as well as consumers,

thus adding new aspects to the discussion about copyright protection. Liebowitz

(1985) was the first to show that, when each good is shared by a defined group of

consumers (also called a “club”), the provider can indirectly appropriate revenues

from all members of the group by charging a higher price. Varian (2000) finds that

piracy in groups can be beneficial to the provider if sharing is cheaper than pro-

ducing additional units, or if it enables price discrimination based on consumers’

different valuations. Bakos, Brynjolfsson, and Lichtman (1999) emphasize that sell-

ing to groups may reduce demand uncertainty (just as bundling reduces it) and

thus enable more profitable pricing. Parker and van Alstyne (2005) consider the

pricing of complementary products in a model of two-sided markets. In our model,

the complementary products, content and platform, are offered in a single market.
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Dropping the assumption of sharing in defined groups, Conner and Rumelt

(1991) and Takeyama (1994) show that piracy can increase profits if the good ex-

hibits a positive network externality. Because piracy expands the user base, thus

increasing the value of the good, the provider can charge buyers higher prices than

he could without piracy. Sundararajan (2004) considers the role of digital manage-

ment to restrict digital piracy in the context of an optimal pricing model. In his

model, the possibility of piracy acts as a constraint on the pricing policy, but there

is no interaction between the level of flexibility and the implicit cost of piracy in

terms of foregone sales.

In an intertemporal setting, Takeyama (1997) finds that piracy among low-

valuation consumers can reduce the provider’s price-commitment problem if the

good is durable over time. The negative effect of piracy on the quality the provider

offers for his goods is studied in an early paper by Novos and Waldman (1984);

they show that increased copyright protection raises the offered quality.

Regarding illegal online sharing of music, recent empirical studies by Oberholzer-

Gee and Strumpf (2007) and Rob and Waldfogel (2004) show a very limited effect

of piracy on legal music sales.

3.2 Model

The digital good is demanded by a continuum of consumers on the unit interval

[0, 1]. The gross utility of consumer i from a digital good is given by

θiu (λ) .
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The valuation θi represents the willingness to pay for the digital good, whereas

λ ∈ [0, 1] represents the flexibility with which the digital good can be used by the

consumer. The utility for flexibility u (λ) is increasing and strictly concave with

u′ (λ) → ∞ for λ → 0 and u′ (1) = 0. For simplicity, we shall assume that θi = i

and that the consumers are uniformly distributed on the unit interval.

The seller of the digital good determines the price p and the level of flexibility

λ at which the digital goods are sold to the consumers. The level of flexibility λ is

the key choice variable in the seller’s DRM design. For simplicity, we shall assume

that the marginal cost of increasing flexibility is constant and equal to zero.4 The

revenue of the seller is given by the product of the price p and the sold quantity

q ∈ [0, 1]. With zero marginal cost, net profit is equal to the revenue, i.e.

Π (p, q) = pq.

Each consumer i can purchase the digital good at the offered price p and flexi-

bility λ. The net utility of a purchase for consumer i is then

θiu (λ)− p.

We refer to the digital good that is purchased from the seller as a licensed product.

In the presence of a “greynet,”a potential buyer can alternatively attempt to

obtain the digital good unlicensed as a pirated copy. However, a consumer who

doesn’t buy the digital good cannot be certain of receiving a pirated copy. Instead,

4In the case of digital goods, the assumption of low marginal costs appears to
be rather innocuous. We should point out, however, that, in the presence of DRM
technology, there is a sense in which the cost of providing flexibility may not be
constant or even monotone increasing. It might be most difficult technically to
support intermediate levels of flexibility; very lenient or very strict DRM rules may
be easier to implement.
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a pirating consumer receives a copy only with a probability π (α, λ) ∈ [0, 1] so that

the expected utility for consumer i of pirating is

π (α, λ) θiu (λ) .

For simplicity we assume that π (α, λ) = αλ. The key idea is that the proba-

bility of receiving an pirated copy is increasing in the flexibility λ with which the

licensed versions are sold. The parameter α ∈ [0, 1] represents an exogenous access

rate to digital goods and characterizes the permeability of the content-distribution

environment, not the good itself. We consider α to capture both technical and non-

technical factors, so increased permeability can result, e.g., from factors such as

higher internet bandwidth or contact frequency among consumers, or from more

lenient copyright law or less vigilant enforcement of existing copyright laws. The

probability of obtaining a pirated copy is therefore increasing both in the flexibility

λ of the digital good itself as well in the permeability α of the environment. Finally,

we assume that flexibility and permeability are complementary since

∂2π (α, λ)

∂α∂λ
> 0,

that is a higher level of permeability doesn’t reduce the effect of flexibility and vice

versa.

Later in the paper, we shall introduce the possibility of a platform in the form

of a hardware device, a secure application program, or a secure hardware-software

combination that is the only environment in which the content can be consumed.

In this case, there will be an additional product that the consumers need to acquire
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in order to be able to realize the utility from the digital goods. Yet, this will not

affect the basic elements of demand for digital goods presented in the model.

3.3 Optimal Flexibility and Price

For a given flexibility λ and price p set by the provider of the digital good consumer

i will decide to purchase a licensed copy if his net utility from a purchase is greater

than his expected utility from pirating

θiu (λ)− p ≥ αλθiu (λ) .

The marginal buyer with valuation θ̂ is exactly indifferent between buying and

pirating so θ̂ is given by

θ̂ =
p

(1− αλ) u (λ)
.

Since all consumers with valuation θi ≥ θ̂ are buyers, the provider faces a demand

function for licensed copies of

q (p, λ) = 1− p

(1− αλ) u (λ)
(3.1)

We can see that the demand for the digital good is decreasing in p as would be

expected. The more interesting comparative static is the effect of flexibility λ on

demand.5

Proposition 3.1 (Effect of Flexibility) The effect of flexibility on the demand

for licensed copies of the digital good is ambiguous:

5All proofs are relegated to the appendix.
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• In the absence of any piracy threat, for α = 0, the demand is strictly increasing

in the level of flexibility λ.

• With a threat of piracy, for α > 0, demand is single-peaked in the level of

flexibility λ, initially increasing but then decreasing.

The fact that with the possibility of piracy the demand is single-peaked captures

a key trade-off facing the seller of digital goods when deciding about the level of

flexibility in his DRM design. An increase in flexibility leads to a higher value of the

product for the consumers which has a positive effect on demand. Yet, at the same

time the increase in flexibility leads to a higher likelihood of obtaining a pirated

copy which has a negative effect on demand. Initially the increase in utility more

than offsets the piracy threat and demand increases with flexibility, but since the

marginal utility of any single consumer for flexibility is decreasing, it will ultimately

be dominated by the easy access to pirated copies and lead to lower demand.

The revenue of the provider depends on the charged price p and the allowed

flexibility λ, with:

Π (p, q) = pq (p, λ) . (3.2)

Maximizing this profit over p and λ leads to the following proposition.

Proposition 3.2 (Dealing with Piracy) The threat of piracy has a strong effect

on the optimal policy of the digital-good provider:

• For α = 0, the provider chooses the efficient level of flexibility λ∗0 = 1 and

sells the digital good at a price of p∗0 =
1
2
u (1).

• For α > 0, the provider sets flexibility to λ∗ < 1 implicitly defined by

(1− αλ∗) u′ (λ∗)− αu (λ∗) = 0
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and sells the digital good at a price of p∗ = 1
2
(1− αλ∗) u (λ∗).

• The optimal level of flexibility λ∗, the optimal price p∗ and the provider’s profit

are decreasing in the threat of piracy α.

Without the threat of piracy the provider acts like a standard monopolist and

sets the flexibility at the highest possible level since it comes at no cost. Once the

threat of piracy appears and α increases from zero, flexibility comes at a cost of

decreased sales. Therefore the provider cuts back flexibility to reduce the probability

of consumers obtaining a pirated copy to the point where the positive effect on

demand is offset by the negative effect. Since the lower flexibility also reduces the

utility buyers of licensed copies receive from the digital good, the provider has to

also reduce the price. The higher the threat of piracy α, the more the provider cuts

flexibility and price and the lower are his profits.

3.4 Sales of Platforms for Digital Goods

In the presence of the “greynet,” the provider – even though a monopolist – is

constrained in capturing the utility that the consumers derive from the digital

good. Because every consumer can always try to obtain unlicensed copies instead

of buying licensed ones, the provider is forced by this outside option to leave an extra

rent to all consumers. The provider of the digital good therefore faces the problem of

recovering the residual surplus from the consumer. A feasible and common strategy

in digital-content distribution is the provision of a platform on which to use the

digital good. In the current section, we therefore introduce a second product, a

platform that is required in order to use the digital good. In the case of digital
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audio files, the immediate examples include digital music players such as Apple’s

iPod.

In economic terms, the platform constitutes a complimentary product to the

digital good. In the presence of a platform, even the consumers who own unlicensed

copies of the digital good have to buy the platform to consume the digital good. In

other words, the platform does not create any additional value for the buyer over

and above the consumption of the digital good. It simply represents a gatekeeper

to the digital good. The platform owner can now recover some of the rent that the

buyers obtained in the market for digital goods.

We denote by r the price of the platform. Now the utility consumer i receives

from purchasing a licensed copy is given by

θiu (λ)− p− r

and the utility consumer i receives from pirating the digital good is given by6

αλθiu (λ)− r.

Conditional on purchasing the platform, the marginal buyer of the digital good

with valuation θ̂ is indifferent between buying and pirating so θ̂ is given as before

θ̂ =
p

(1− αλ) u (λ)
.

In addition, we now have to specify the marginal buyer of the platform with valua-

tion θ̄. If the marginal buyer of the platform is a consumer who plans to pirate the

6We assume that consumers who choose to pirate have to purchase the platform
before they know if they will obtain an unlicensed copy.
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digital good, he is indifferent between purchasing the platform and not participating

in the market at all

αλθ̄u (λ)− r = 0.

The marginal buyer of the platform is therefore given by

θ̄ =
r

αλu (λ)
.

All consumers with θi ≥ θ̄ will purchase the platform and among these, all

consumers with θi ≥ θ̂ will purchase licensed copies of the digital good so the

demand function for the platform Q (r, λ) and the demand function for the digital

good are simply

Q (r, λ) = 1− r

αλu (λ)

q (p, λ) = 1− p

(1− αλ) u (λ)

The demand for the digital good is as before, decreasing in its price p and single

peaked in its level of flexibility λ. The demand for the platform is also decreasing

in its price r. In addition, however, it is strictly increasing in the flexibility λ of

the digital good. We see that while a higher level of flexibility has an ambiguous

effect on the demand for the digital good itself, it has a strictly positive effect on

the demand for the platform.

Separate Firms

We first analyze the role of the platform in the context where the property rights to

the platform technology and to the digital good are in the hands of separate firms.
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In this case, a classic conflict arises between the platform provider and the content

provider. In the case of separate providers, the provider of the digital good chooses

his price p and flexibility λ to solve

max
p,λ

pq (p, λ) ,

while the provider of the platform chooses only his price r to solve

max
r

rQ (r, λ) .

This leads to the following proposition.

Proposition 3.3 (Separate Firms) If the digital good and the platform are sold

by separate firms:

• The provider of the digital good behaves as in Proposition 3.2, setting flexibility

λ∗ and selling the digital good at a price of p∗ = 1
2
(1− αλ∗) u (λ∗).

• The provider of the platform takes the level of flexibility λ∗ as given and sells

the platform at a price of r∗ = 1
2
αλ∗u (λ∗).

Since the provider of the digital good doesn’t take into account the effect his

choice of flexibility has on the demand for the platform he behaves in the same way

as if there were no platform. He chooses the level of flexibility that maximizes legal

demand and then sets the monopolist price. The provider of the platform simply

reacts to the level of flexibility chosen by the digital-good provider and sets his

own price in accordance. While increasing flexibility has a purely positive effect on

the profit of the platform provider (because it increases the value of access to the
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digital good), the digital-good provider faces the trade-off between increasing the

value of licensed copies and restricting the availability of unlicensed ones.

Integrated Firm

We now analyze the role of the platform in the context of a single firm that sells

both the digital good and the platform. In other words, the seller has the property

rights and controls the prices of the digital content as well as the platform. In this

case the joint provider chooses price p and flexibility λ for the digital good and

price r for the platform to solve

max
p,r,λ

{pq (p, λ) + rQ (r, λ)} .

This leads to the following proposition.

Proposition 3.4 (Integrated Firm) If the digital good and the platform are sold

by an integrated firm:

• The level of flexibility is higher than in the separate case, λ∗∗ > λ∗.

• The price of the digital good is lower than in the separate case, p∗∗ < p∗.

• The price of the platform is higher than in the separate case, r∗∗ > r∗.

The joint provider fully takes into account the effect of the digital good’s flexi-

bility on the demand for the good itself and on the demand for the platform. When

increasing the level of flexibility beyond λ∗ the provider loses sales of licensed copies

to easier piracy but on the other hand he gains in platform sales. Since the first

effect is initially of second order whereas the second effect is of first order, the
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joint provider chooses a strictly greater level of flexibility for the digital good. Since

flexibility is socially costless but valuable this implies an increase in welfare.

To recoup the lost sales of licensed copies the joint provider reduces the price

below p∗ so he ends up offering a higher level of flexibility at a lower price. He can

afford to do so because at the same time he sells the platform at a higher price. The

higher level of flexibility increases the value of the outside option available to each

consumer in the form of piracy. By increasing the price of the platform the joint

provider is able to appropriate part of that higher rent, making it indeed optimal

to offer a higher level of flexibility.

3.5 Conclusion

In this paper, we provide a simple analysis of the role flexibility and platform

play in digital rights management. The basic model shows that the optimal use

of flexibility displays an important trade-off between providing a higher value to

paying customers and increasing the likelihood of distribution through channels

other than legitimate sales. We then show that a platform for the digital goods

may lead to a socially beneficial improvement in the design of the flexibility rules

if digital good and platform are owned by the same seller. However, if digital good

and platform are complementary goods, but offered and priced by different sellers,

then a conflict over the optimal flexibility rule emerges.

Our basic model had a number of simplifying features. Clearly, the analysis

will have to be extended to better understand the emerging market structure and

security provisions for digital goods. In many instances, content is available in

many forms. Music, for example, is distributed through radio, TV, CDs, and digital

copying. Because the demand for music in each market segment interacts with
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the other segments, the distribution and management policies will naturally be

dependent on the structure of the other market segments. We began with a single

provider and a single platform, and it is logical to ask how DRM would be affected

by competing providers and platforms.

On the demand side, it seems natural to think about the intensity of demand

for digital goods and the ease with which unlicensed copies can be obtained. The

music industry’s concern about file sharing by students in college dormitories clearly

arises in part from the fact that their best customers in terms of sales volume are

the ones that have the best technology for accessing unlicensed copies.

Finally, as soon as flexibility becomes an issue, more sophisticated pricing strate-

gies seem natural. In this paper, we focused on the single-file pricing policy, but

other plans are clearly being used or conceived to find an optimal trade-off. For

example, monthly fees for limited or unlimited access to databases of music files

are alternatives to single-file transactions.

3.6 Appendix

Proof of Proposition 3.1. Differentiating the expression for q (p, λ) in (3.1) we

get

∂q (p, λ)

∂λ
= p

(1− αλ) u′ (λ)− αu (λ)

(1− αλ)2 u (λ)2

Since u is increasing and concave, for small values of λ the term (1− αλ) u′ (λ) is

big and the term αu (λ) is small so that ∂q (p, λ) /∂λ > 0. As λ increases the first

term decreases and the second increases, eventually leading to ∂q (p, λ) /∂λ < 0.�
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Proof of Proposition 3.2. Maximizing profit given by (3.2), the first order con-

dition with respect to λ is given by

p2
(1− αλ) u′ (λ)− αu (λ)

(1− αλ∗)2 u (λ∗)2
= 0,

⇒ (1− αλ∗) u′ (λ∗)− αu (λ∗) = 0. (3.3)

The first order condition with respect to p yields

1− 2
p

(1− αλ) u (λ)
= 0,

⇒p∗ =
1

2
(1− αλ∗) u (λ∗) . (3.4)

which results in a demand of q (p∗, λ∗) = 1/2. Implicit differentiation of (3.3) gives

us the comparative static of λ∗ with respect to α:

dλ∗

dα
=

λ∗u′ (λ∗) + u (λ∗)
(1− αλ∗) u′′ (λ∗)− 2αu′ (λ∗)

< 0

Differentiating (3.4) using the envelope theorem we get

dp∗

dα
= −1

2
λ∗u (λ∗) < 0.

Finally, this implies for the provider’s profit

dΠ(p∗, λ∗)
dα

=
1

2

dp∗

dα
< 0.

�
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Proof of Proposition 3.3. The provider of the digital good faces the same problem

as before, resulting in the first order conditions (3.3) and (3.4). The provider of the

platform has a first order condition with respect to r given by

1− 2
r

αλu (λ)
= 0. (3.5)

Given the equilibrium level of flexibility λ∗ this results in

r∗ =
1

2
αλ∗u (λ∗) .

�

Proof of Proposition 3.4. Differentiating the joint provider’s profit with respect

to λ we get

p2
(1− αλ) u′ (λ)− αu (λ)

(1− αλ)2 u (λ)2
+ r2

αλu′ (λ) + αu (λ)

(αλ)2 u (λ)2
(3.6)

At the level of flexibility λ∗ chosen by the provider of the digital good in the

separate case, the first term of (3.6) is zero but the second is positive. Therefore

a joint provider will choose a higher level of flexibility λ∗∗ > λ∗. The first order

conditions with respect to p and r are identical to (3.4) and (3.5) respectively. Note

that the resulting expression for p,

p =
1

2
(1− αλ) u (λ) ,

is maximized at λ∗ given by (3.3) so it has to be lower for λ∗∗ and therefore p∗∗ < p∗.

The expression for r,

r =
1

2
αλu (λ) ,
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is increasing in λ so it has to be higher for λ∗∗ and therefore r∗∗ > r∗. �
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