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ABSTRACT
The Role of Beliefs in Economic Theory
Stephen Edward Morris
Yale University

1991

The dissertation extends standard analyses of trading with asymmetric information,
"agreeing to disagree" and the value of information. I assume that rational agents maximize
expected utility subject to some beliefs, but do not make two other standard, but conceptually
and empirically independent claims: that agents update beliefs correctly in the light of new
information and that agents with the same information have the same beliefs. In chapter two,
I extend Harsanyi’s notion of consistency of priors to derive necessary and sufficient conditions
on the heterogeneity of beliefs to preclude trade, when agents have both asymmetric information
and different prior beliefs. In chapter three, I present a general framework for analyzing the
value of information, when agents may misinterpret the information they receive. I derive a
generalization of Blackwell’s Theorem and relate it to Geanakoplos® (1989) results for
possibility correspondences. In chapter four, I show the relationship between "no trade”, "no
speculation” and "agreeing to disagree" results for agents with common priors who misinterpret

information and agents with heterogeneous priors who process information correctly.
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Chapter I

INTRODUCTION

There are three components to economists’ standard models of rational choice under
uncertainty. First, agents make consistent choices: this implies subjective expected utility
maximization under the now standard assumptions of Savage (1972)". ‘Second, agents update
their beliefs rationally, given new information (Bayesian updating). Thirdly, agents with the
same information have the same beliefs (the common prior assumption). Whatever the merits
of these three kinds of assumptions, as empirical facts or theoretical constructs, the three are
logically and conceptually separate. Only the first - the idea of consistent choices - is part of
the analytic core of neoclassical theory?. This dissertation is concerned with agents who make
mistakes processing information, and agents who have different prior beliefs.

If different prior beliefs about the world were responsible for all differences in opinion
(i.e. agents have the same objective information), then agents would be prepared to bet against
each other. Yet people do not tend to bet on the basis of every difference of opinior®. But
if all differences of opinion are explained by differences of information (i.e. agents have
common prior beliefs), and there is common knowledge of rationality, then no trade can be

explained by the differences of opinion alone, because other agents’ willingness to trade reveals

1. Although the assumptions generating subjective expected utility maximization can be relaxed, e.g. the
sure thing principle [ Machina and Schmeidler (1990) ] and completeness [ Bewley (1986) 1.

2. Geanakoplos (1989) notes that errors in information processing do not make behavior "any less goal
oriented and purposeful, and therefore less predictable. "

3. Thisis a traditional argument for the common prior assumption; see Aumann (1987), Bewley (1986),
Bernheim (1987).
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2
sufficient information to preclude trade*. Yet we do observe trades generated by asymmetric
information. In chapter two, I look at the interaction between heterogeneous priors and
asymmetric information in trading decisions. In such environments, it is possible that
sometimes agents rationally do not trade with each other despite differences in prior beliefs,
while other times agents may be prepared to trade on the basis of asymmetric information, but
not if that information was public.

I identify necessary and sufficient conditions on the similarity of agents’ beliefs to
preclude trade in different environments. The key variable here is what kind of trades can be
carried out. If trades are allowed to depend on agents’ privaie information, then I say that
unrestricted trade takes place. But typically it may not be possible to verify agents’ private
information ex post. If trades are allowed to depend on agents’ private information, subject to
incentives to truthfully reveal their information, then I say that incentive compatible trade takes
place. Finally, if trades cannot be made contingent on agents’ private information at all, I say
that public trade takes place.

In section 2 of chapter II, I look at the case where agents are risk-neutral and there is
a single good: in other words, a betting environment. In this case, uirestricted trade is
precluded if agents have consistent beliefs, i.e. their posterior beliefs could have been derived
from some "common prior" (even if, in fact, they weren’t). Incentive compatible trade is
precluded if agents have reconcilable beliefs. "Reconcilability” has the interpretation that agents
may consider their own signals to be of less significance than others do. Public trade is
precluded if agents have publicly consistent beliefs. Beliefs are publicly consistent if each

agent’s prior could be replaced by another prior with the same posterior beliefs conditional on

4. There is a literature of such "no speculation” results. See Geanakoplos (1988) for a survey.
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his private information, such that the replacement priors agree on the probability of publicly
known and verifiable events (but may disagree about the probability of private signals).

But risk-neutral agents may be of little empirical relevance. So I consider a standard
question from the literature. Suppose that, in the absence of or before observing their private
information, risk-averse agents are not prepared to trade with each other. Suppose then that
new (possibly asymmetric) information arrives, which is not payoff-relevant, but which could
not be contracted on before. Does the arrival of new information lead them to trade with each
other? Under the common prior assumption the answer is again no: in fact, Milgrom and
Stokey (1982) showed that it is sufficient that agents’ have the same beliefs about the
distribution of the new information, conditional on the payoff-relevant events. In section 4 of
chapter II, I show that properties analogous to those of section 2, but placing restrictions only
on the conditional beliefs, are necessary and sufficient to preclude trade with risk-averse agents.
The result is demonstrated by first showing (in section 3) that the same conditions hold for risk-
neutral agents, and then showing (in section 4) that utility functions do not matter in ex ante
efficient environments.

In chapter ITI, 1 derive a generalization of Blackwell’s theorem ranking the
informativeness of experiments® to agents who make mistakes processing information. An
experiment is said to be more valuable than another if ex ante utility from observing one
experiment is higher than from the other, for every decision problem. This definition can be
extended to agents who make mistakes, but ambiguities may arise when different optimal
decision rules imply different ex ante utilities. Section 1 of chapter III proposes alternative
ways around the ambiguity: it can be resolved by requiring only that ex ante utility is higher

for "almost all" decision problems.

5. Blackwell (1952).
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I show that an experiment is more valuable than another if and only if the difference
between the two distributions of signals could have been derived from two other experiments
where beliefs about one experiment are correct and sufficient for the other. This result
specializes to Blackwell’s theorem for agents who do not make mistakes.

A natural way to model agents who misinterpret information has been introduced in the
literature by generalizing the notion of partition information®. Geanakoplos (1989) has applied
this framework to a range of decision theoretic problems; critical to such applications are
conditions showing when one possibility correspondence [PC] is ex ante more valuable than
another, for all decision problems and all decision rules that are optimal given the agent’s
(possibly incomplete) interpretation of his information.

Chapter III thus provides a reinterpretion Geanakoplos’ results in a framework which
allows all kinds of conditional beliefs after observing information. When errors in information
processing are only those generated in the PC framework, I show the theorem gives a somewhat
strengthened version of Geanakoplos’ results. This re-interpretation brings out the relation to
standard decision theory, and allows us to solve problems with a dual approach. The
multipliers have an interpretation as probabilities.

Brandenburger, Dekel and Geanakoplos [BDG] (1989) showed that for a given decision
problem (and thus given distribution of information) facing a set of agents with heterogeneous
priors who process information correctly, there is a decision theoretically equivalent decision
problem where the agents have a common prior but make information processing errors; and
vica-versa. The differences between the two cases are thus seen as one of interpretation.
Geanakoplos (1989) used results about the value of information to prove "no speculation”

results for possibility correspondences and notes that, in the light of the BDG result, these must

6. Bacharach (1985), Samet (1990), Shin (1987,1989), Geanakoplos (1989).
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5
also have an interpretation as results about heterogeneous prior beliefs. In chapter II, I show
the relation between chapters II and IIl and the PC "no speculation results”, as well as
extending results of chapter II to agents who do not agree about which states are possible and
to "agreeing to disagree" problems.

In the concluding chapter V, there is an extended discussion of the common prior
assumption in economic theory, and applications that explicitly use heterogeneous prior beliefs;
there is also a discussion of the relative merits of interpreting results in terms of heterogeneous

prior beliefs and information processing errors. The relation of the dissertation to the literature

is discussed within the chapters.
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Chapter 11
TRADING WITH HETEROGENEOUS PRIOR BELIEFS AND ASYMMETRIC

INFORMATION

"It is frequently said of two bettors that one is a thief and the other is an imbecile; this is true in certain
cases, where one of the two bettors is better informed than the other, and knows it; but it can also happen
that two men in good faith in complex situations where they possess exactly the same elements of
information will arrive at different conclusions on the probabilities of an event and that betting together,
each one figures.. that he is the thief and the other the imbecile. "

"If the adversary proj)oses a large bet, this tends to make people believe that he has a good hand.... the
fact alone that the bet is proposed modifies the judgement which the bet is about. " [Borel
(1924)]

What is the origin of peoples’ different opinions, or "posterior beliefs”, about the
world? We make a distinction in ordinary discourse between differences of opinion caused by
different information, and differences of opinion arrived at on the basis of the same information.
Decision theory makes the analogous distinction between asymmetric information and
heterogeneous prior beliefs as explanations for different posterior beliefs’. In many contexts -

theoretical and practical -it doesn’t matter where the differences of opinion come from. For
example, in a standard Walrasian equilibrium, where agents do not infer information from
prices, only posterior beliefs matter.

The distinction becomes critical when agents are able to learn each others’ information

from each others’ actions. Suppose you want to sell me I.B.M. shares at what seems to me to

7. If "rational” beliefs must be based on some prior information, there is a meaningless infinite regress
(which the common prior assumption does not help to resolve). So how far back must we "unravel”
beliefs to reach a truly "subjective” prior? An operational distinction for interactive decision theoretic
purposes (and this paper) might go as follows: any opinion of yours that affects my beliefs has
information content. We have unravelled beliefs far enough only when my "prior” beliefs are not
changed by being told your "prior” beliefs. See discussion in Varian (1989) of the "credibility" of other
agents’ views.
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be a bargain price. I wonder whether you have reached a different assessment of 1.B.M.’s
prospects from the same information that I have (in which case, I should still consider buying),
or whether you know something I don’t (in which case, I should exercise extreme caution).
This question arises whenever I trade in an uncertain environment where "objective”
probabilities do not exist®.

The particular case where all differences of opinion derive from differences in
information (and agents have common prior beliefs) has been extensively studied in the
economics literature®. "No trade" results have shown that, when agents’ rationality is common
knowledge, differences in information alone cannot explain trade. Agents’ willingness to trade
would reveal enough of their private information to each other to preclude trade.

But consider the other extreme, where all differences of opinion derive from
heterogeneous prior beliefs (and there is no asymmetric information). We can certainly explain
trade. But people should then be prepared to bet about every difference of opinion, and since
differences of opinion seem to be more common than betting, this has been used as argument
for supporting the common prior assumption as an empirical claim and a modelling tool’.

In this chapter, I consider the intermediate case where differences of opinion are

explained by both heterogeneous prior beliefs and asymmetric information. I can thus dispense

8. Of course, there are other reasons why valuations will differ in the absence of asymmetric
information. You may have to sell your I.B.M. shares fast, because you have a liquidity crunch. In
theoretical terms, different endowments and utility functions explain trade despite common priors. Or
you may just be "irrational” (your actions are not coherently based on any set of beliefs and objectives).
But, as long as "objective” probabilities do not exist, different subjective beliefs will be a possible
explanation of your different valuation.

9. Milgrom and Stokey (1982) and Geanakoplos and Sebenius (1983) for the abstract trading
environments considered here. Geanakoplos (1988) has shown how "no speculation” in competitive and
rational expectations equilibrium results [e.g. Grossman (1981), Tirole (1982)] can be understood as
special cases of such abstract problem. Other versions of the result include Rubinstein (1975) and
Hakansson et al. (1982).

10. Aumann (1987), Bewley (1986).
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with both extreme results outlined above: i.e. I can explain how agents may sometimes
rationally not trade with each other, despite differences in priors'; and I can explain how
private information alone can lead to trade despite agents making rational inferences from other
agents’ willingness to trade. We must have both elements in order to make sense of my thought
experiment about trading I.B.M. shares'?. This interaction is the focus of this chapter®.

But when will trade occur between asymmetrically informed agents? I consider three
cases reflecting different possible contractual arrangements. An unrestricted trade allows
complete contingent contracting. In particular, trades can depend on agents’ private
information. An incentive compatible trade cannot depend on private information directly, but
can depend on some set of "verifiable" events and messages that agents are allowed to report;
agents know how their payoffs depend on their messages, and choose messages optimally. A
publi¢ trade cannot depend on agents’ private information in any way, but only on the
"verifiable” events and publicly known events'‘. Each agent is prepared to accept a trade only

if his expected gain is non-negative, conditional on his information, and trade occurs only if all

11. Bewley (1986) noted that asymmetric information was a possible explanation of the absence of
extensive betting among people with different prior beliefs (he develops another explanation by relaxing
the completeness restriction on agents’ preferences under uncertainty).

12. Without relaxing assumptions generating subjective expected utility maximization e.g. independence
[Machina (1982)], completeness [Bewley (1986)], or correct interpretation of private information
[Geanakoplos (1989)] and chpaters III and IV.

13. Varian (1989) looks at this interaction in a mean-variance model with a single risky asset. This is
the only formal study of the interaction I know of. But asymmetric information has long been recognized
as a problem in the elicitation of subjective probabilities; for example, it is explicitly recognized by Borel
(1924) quoted above, Ramsey (1926), de Finetti (1937), Hartigan (1983). Since subjective probabilities
are elicited by willingness to bet, the ideas in this paper directly address that problem. Where
heterogeneous beliefs are assumed in the economics lieratuze, they are typically open to either the
interpretation that agents have observed different information, and fail to learn from other agents’ actions,
or that they have different priors [e.g. Lintner (1969), Harrison and Kreps (1978), Varian (1985)].
Heterogeneous beliefs in game theory are discussed in chapter V.

14. Incentive compatible and public trade are equivalent to equilibrium and common knowledge
speculation, respectively, in Geanakoplos (1989). This relationship is discussed in chapter IV.
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agents accept, and at least one agent has strictly positive expected gain. For the moment I will
assume, for each type of trade, that it must be common knowledge that the trade is accepted;
each agent knows that other agents have accepted the trade, that other agents know that he has
accepted the trade, and so on (this assumption will be weakened later). It will be shown that,
under the common prior assumption, there cannot be any kind of acceptable trade, even with
asymmetric information. On the other hand, if all agents are uninformed, the three definitions
of trade are equivalent, and there will exist an acceptable trade whenever agents have different
priors. But with both heterogeneous prior beliefs and asymmetric information, the different
assumptions about contracting lead to different outcomes’. I extend (and weaken) Harsanyi’s
(1967) concept of consistency of beliefs to characterize the different necessary and sufficient
conditions on priors to preclude trades of each type. Before giving an outline of the chapter,
I discuss an example which introduces the extended concept of consistency and the differences
between the three types of trade. In the formal treatment, I will define "betting” as the special
case of "trading” when agents are risk neutral and there is a single good's. The example is
a two person betting problem.

Suppose the Open Market Committee is to meet tomorrow to decide whether the
discount rate will go up [U] or down [D]. You and I are having dinner and considering making
a bet. But we both know that you had lunch with a member of the committee, and he made a
prediction as to whether the meeting would decide to go up or down (we write "u" and "d" for
his prediction; he didn’t tell you anything else). Thus uncertainty can be represented by a four-

state space, @ = {uU, uD, dU, dD}, where you have observed a partition P = ( {uU, uD},

15. As in Geanakoplos’ (1989) results for Possibility Correspondences, discussed in chpater IV.

16. Geanakoplos and Sebenius (1983) proved a "no trade” theorem under the common prior assumption
in this framework.
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10
{dU, dD} ). Suppose your prior is 7, = (1/3, 1/6, 1/6, 1/3) and my prior is x,, = (2/9, 1/9,
2/9, 4/9). An unrestricted bet specifies how much you must pay me, or I must pay you,
contingent on the actual realization of . Thus the bet may be quite complicated (for example,
you pay me 6 is uU occurs, 3 if dD occurs; I pay you 1 if uD occurs, 7 if dU occurs).
Acceptance of the bet must be common knowledge. In this example, this means that you must
be prepared to accept the bet whatever the prediction was (u or d).

It might appear easy to specify an unrestricted bet that both agents would accept. Your
probabilities of observing U are 2/3 and 1/3, conditional on u and d respectively. Whereas I,
who haven’t observed u or d, have (unconditional) probability 4/9 of observing U. But no such
bet exists'’, because agents have the same probabilities of observing U, conditional on the
private information (I, also, have probabilities 2/3 and 1/3 of U, conditional on u and d
respectively). More generally (with many agents, more than one of whom is informed), the
necessary and sufficient condition to preclude trade is consistent beliefs. Following Harsanyi
(1967), agents have consistent beliefs if their posterior beliefs, conditional on their own
information, might have been derived from the same prior (even if, in fact, they weren’t).

But now suppose trades cannot depend on agents’ private information, because private
information is not verifiable for contractual purposes. Thus it might not be possible for me to
confirm with your lunch companion what prediction he made. You might then have an
incentive to lie about which signal you had observed, even if you are required to commit at the
time we make the bet - say, by writing down your prediction and putting it in a sealed envelope

- before the actual discount rate decision is revealed.

17. Suppose there existed an unrestricted bet, with you receiving and I paying, (x,, X,, X., X,
respectively in states (uU, uD, dU, dD). The x; may be positive or negative. For you to accept, we
must have 2x, + x, = 0 and x, + 2x, =2 0. For me to accept, we must have that 2x, + x, + 2x_. +
4x, < 0. But it is not possible to satisfy these inequalities with at least one inequality holding as a strict

inequality.
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To see why this might happen, suppose in the discount rate example, my prior is
replaced by x,,’ = {3/8, 1/8, 1/8, 3/8} and all else is unchanged. In this case, notice that we
both believe that the unconditional probability of U is 1/2, and we both believe that the
prediction is correlated with the eventual outcome. But I value the prediction more: I think
there is a 3/4 chance that it is right, while you think there is only a 2/3 chance. There exists
an unrestricted bet which we accept: suppose you pay me $2 if the prediction is right and I pay
you $5 if the prediction is wrong. If you observed u, you are prepared to accept the bet (it has
expected value $1/3); if you observed d, you are also prepared to accept the bet (it again has
expected value $1/3). The bet has expected value $ 1/4 for me. Suppose now that you cannot
prove to me what the prediction was, but that you must write down your prediction (without
telling me) at the time we make the bet (and before the actual discount rate change is
announced). What will you write down? Suppose the prediction was actually u. If you write
down u, your expected value under the bet is $1/3. But if you write down d (i.e. you lie), you
receive $5 if the actual prediction (u) is right (i.e. uU occurs) and pay $2 if the actual
prediction is wrong (i.e. uD occurs). The expected value of the bet if you lie is thus $ 8/3.
But knowing this, I wouldn’t believe you.

Now suppose agents can send messages, but (unlike in the previous example) the
messages must be credible. Consider the natural mechanism design problem'®: the bet
specifies payoffs as a function of verifiable events (i.e. U or D) and some set of messages that
agents can send. Agents decide, after observing their private information, both whether to
accept the bet and what message to send. They do not observe other agents’ messages, but

acceptance of the bet is common knowledge. When U or D occurs, payment is made. By the

18. Hurwicz (1973).
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"revelation principle"*, I can, without loss of generality, restrict attention to "truth-telling"
mechanisms where agents’ message spaces are the set of signals they observe, and they report
their true signal in equilibrium. In the example, does there exist a bet, satisfying the conditions
for unrestricted betting, which also satisfies the property that you don’t have an incentive to lie?
The answer is no®. Because I value your signal more than you do, any bet which satisfies
the conditions for unrestricted betting will fail to satisfy incentive compatibility constraints.
Only if we disagreed about which prediction (u or d) made U most likely, or if we agreed
which made U most likely and you (the informed agent) valued the signal more highly than I
(the uninformed agent), would incentive compatible betting occur. More generally, I will show
that incentive compatible betting is precluded if and only if agents have reconcilable beliefs,
where reconcilability is a weakening of consistency, allowing agents to have "averaged” beliefs
about their own signals. It is not possible to exploit the differences in beliefs implied by the
averaging because of the incentive compatibility problem.

Now consider one final version of the discount rate example. Suppose my prior is 7"
= (3/10, 1/5, 1/5, 3/10), and again everything else is unchanged. Now you value your signal
more than I do: you still believe there is a 2/3 chance that the prediction is right, I now believe
there is only a 3/5 chance. So there exists an incentive compatible bet: you pay me $5 if the
prediction is wrong (i.e. {uD, dU}) and I pay you $3 if the prediction is right (i.e. {uU, dD}).

Now you have an incentive to report your true type.

19. Dasgupta, Hammond and Maskin (1979), Holmstrom and Myerson (1983).

20. Suppose i pay you (x,, X, X, Xy) in states (WU, uD, dU, dD), respectively. For me to accept the
bet, we must have 3x, + x, + x, + 3x; < 0. For you to accept the bet on each of your information
sets, we must have 2x, + x, = 0 and x, + 2x; = 0. For you to truthfully reveal the prediction, we
must have 2x, + x, = 2x, + x, and x, + 2x; 2 x, + 2x,. Multiplying your acceptance constraints by
4, and adding them and the two incentive compatibility constraints, we get 9x, + 3x, + 3x. + 9x;, =
0. But for me to accept the bet, we must have 9x, + 3x, + 3x_. + 9x, < 0. Therefore, it is impossible
that either of us could have a strictly positive expectation of the bet on any information set.
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A public bet must depend only on verifiable events and publicly known events. In this
example, there are no publicly known events and {uU, dU} and {uD, dD} are the only
verifiable events. Common knowledge acceptance of the bet requires that the bet is accepted
whatever you observed. But agents’ unconditional probabilities of U are both 1/2, so there
can’t exist an acceptable common knowledge public bet. I will show that, in general, common
knowledge public betting is precluded if and only if beliefs are publicly consistent. If each
agent’s prior could be replaced with some other prior with the same posterior beliefs conditional
on his private information, such that the replacement priors agree on the probability of
verifiable events and public events (events which we both know), then their beliefs are publicly
consistent. In the example, beliefs would be publicly consistent only if my prior (unconditional)
probability of U was either greater than or less than both your possible posterior probabilities
of U.

The assumption that acceptance of bets must be common knowledge is actually stronger
than required. Consider the "acceptance game" where each agent’s strategy specifies when to
accept and when to reject a bet. The bet is implemented only if all agents accept. The bet is
"Nash accepted” if there is a Nash equilibrium of the acceptance game where some agent has
strictly positive expected gain. This is a weaker requirement than common knowledge
acceptance, but it will be shown that for both unrestricted and incentive compatible betting (but
not public betting), conditions for the existence of an acceptable bet are the same under both
acceptance rules.

In section 1, I introduce the uncertain environment which I will use in the chapter. A
distinctive contribution of the chapter is that I work with both a "type space” representation and
a "partition” representation of private information. Incentive compatibility is a difficult concept

to motivate in "partition” notation, while common knowledge is an equally difficult concept to
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motivate in "type space” notation®. By using both equivalent representations side by side, I
am able to motivate my results better and relate apparently distinct approaches in the literature.

In section 2, I formally define the solution concepts for the betting case, discuss
consistency, reconcilability and public consistency and prove they are the necessary and
sufficient conditions to preclude unrestricted, incentive compatible and common knowledge
public betting, respectively. Because I am not primarily concerned with the relation between
solution concepts as such, the equivalence of different acceptance rules is proved in an
appendix.

The advantage of the betting case is that there is no interaction with "insurance” motives
for trade. But I wish to develop these ideas in a model more general than the simple betting
case I use for motivation. If there are risk-averse agents trading many goods, the natural
question to ask [as in Milgrom and Stokey (1982)] is whether agents with private information
will trade with each other in situations where they would not be prepared to trade with each
other in the absence of private information. Formally, I say that information leads to trade if
agents with private information would trade when endowments are constrained efficient with
respect to trades depending on verifiable events (but not depending on private information).
If 1 assume in addition that the private information is not payoff-relevant (i.e. utility is
independent of private information), then I am able to give conditions for trade as a function
of agents’ beliefs and information only (i.e. not their endowments and utility functions).

This argument proceeds in two stages: in section 3, I remain with the betting case, and
ask when does information lead to betting? There is no uninformed betting if and only if agents
have common beliefs about verifiable events. I show that urider this assumption, conditions for

no (informed) betting are independent of the common beliefs about verifiable events and depend

21. Holmstrom and Myerson (1983) give common knowledge results in type space notation.
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only on agents’ beliefs about private information signals, conditional on verifiable events.
Consistent interpretation, reconcilable interpretation, and publicly consistent interpretation are
the necessary and sufficient conditions to preclude information leading to, respectively,
unrestricted, incentive compatible and common knowledge public betting?.

In section 4, I define the general trading problem with risk averse agents and many
goods. I show that under the assumptions of "no uninformed trade” given above, conditions
for trade in the general case reduce to those for the simple betting case. By allowing agents to
trade to a constrained ex ante efficient outcome, and restricting signals to have no direct effect
on utility, trade depends only, as in the betting case, on the interaction between beliefs and
information.

The concluding chapter V considers applications.

Section 1;: The Environment

I introduce notation for uncertainty which makes it easy to see the relation between a
"partition” representation and a "type space" representation of private information; this is useful
both in presenting the results in this chapter, and in explaining their relation to the literature.

There are H agents. I also write H for the set of agents. Each agent h&€H observes
a private signal t,ET,®. The product of agents’ signal spaces, T = T, X.. x Ty, thus

incorporates all private information. I write t = (t,,.. ,t,) for a typical elemeiit of T. There

22. Milgrom and Stokey’s (1982) "concordant” prior assumotion similarly depends only on the
"interpretation” of signals, but is stronger than all the conditions here.

23. An interpretation of the signal t, is that it is agent h’s "type” [see Harsanyi (1967)].
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is also a set of "verifiable" events Q, with typical element q. All relevant uncertainty is thus
described by @ = T x Q. Each agent has a prior ,: 2+ R,, L ¢, my(@) = 1.

I wish to study the case where agents’ priors {,},ey differ. But I assume that agents
at least agree about which combinations of private signals and verifiable events are possible*.
Thus I assume that there exists * C Q such that {wER | x,(w) > 0} = Q°, for all hEH.
This assumption enables me to give an alternative partition representation of uncertainty: define

agents’ private information partitions, {P,},cy, and verifiability partition, Q, on Q°, by:-
Py((ta]) = {{F.q'}eQ"I=1,) V¥ {14}eQ"

Qra)) - {{r'.a')e’lg’-q} V {1g}en*

Now the environment is completely described by uncertainty space Q°, private
information partitions {P,},cy, verifiability partition Q and strictly positive priors on 0,
{Zu}nen. Thus a betting environment E = [Q°, Q, {my, Py}luenl

What is the interpretation of the verifiability partition Q? If complete contingent claims
markets do not exist, because certain events are not verifiable for contractual purposes, Q(w)
can be interpreted as the set of states which are not distinguishable from w for contractual
purposes; the range of Q, Q = {CE€2" | C=Q(w) for some wEN'}, is the set of verifiable
events.

The primary motivation for verifiability restrictions is that agents’ priors and partitions
must be assumed to be common knowledge. Aumann has pointed out that this need not be a

restriction as long as Q° is understood to be a complete description of all relevant uncertainty:

24. Holmstrom and Myerson (1983) make this common support assumption in a type space
representation of uncertainty. This assumption is relaxed in chapter IV.
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"it is not an assumption, but a theorem, a tautology; it is implicit in the model itself"®. But
then 0° must be understood as a description not only of some set of "natural” events, but also
of agents’ beliefs about other agents’ priors and partitions, together with beliefs about beliefs,
and so on in an infinite regress. While it may be possible to contract on whether it will rain
tomorrow, it is presumably not possible to contract on what your prior beliefs about whether
it will rain tomorrow are. Thus whenever common knowledge of the structure of the
environment is assumed on the basis of Aumann’s classic justification, verifiability restrictions
must also be assumed.

The formal role of the partition Q in the theory is as a restriction on the type of bets
that can be made; "verifiability" is one particular motivation for such restrictions that I will use
through most of the chapter. But in section 3, I will give an example where events not in Q
may be verifiable, but only bets contingent on events in Q are possible in the absence of private
information, perhaps because of transaction costs. In section 2.3, I show that it would also be
possible to incorporate a more general representation of incomplete asset markets (as in the
General Equilibrium with incomplete markets literature).

What are the relative merits of the partition and type space representations of
uncertainty? Many proofs (including some in this chapter) can be more easily stated in the type
space notation. But the partition representation has a number of advantages for my purposes.
Firstly, having defined uncertainty in terms of the product space, it is less easy to state
comparative static results about changes in information structure, verifiability of contingent
claims and, as I will show in section 4.2 below, the payoff-relevance of agents’ signals.
Secondly, the partition representation makes transparent the sometimes implicit assumptions

about incomplete markets and payoff-relevance which drive results in the literature. Thirdly,

25. Aumann (1987) p9.
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the partition representation allows for easy comparison of different solution concepts. Fourthly,
there are some concepts which are much easier to understand in the partition representation.
For example, in the partition notation, we say that agent h knows event E C Q" at v if P,(w)
C E. In the type space notation, h knows event E C Q" at (t,q) € E if ({t,,t,’},9* € 0°
implies ({ty,%’},q) € E, for all t,”ET,. In the partition notation, we say Q is finer than each
P, if Q(w) C Py(w) for all hEH, wE€Q". The equivalent claim in the type space notation is that
(t,9 € Q" implies (’,q) & Q° for all t* # t. On the other hand, the idea of incentive
compatibility is much more easily described in the type space notation, as I will show in section
2.27. I will use both notations: in particular, proofs concerning incentive compatibility are
given in type space notation and for common knowledge public trade in partition notation.
Unrestricted trade proofs could easily be given in either.

I will need some additional notation for the interaction between agents’ private
information. Let P be the join (coarsest common refinement) of agents’ private information
partitions; let P, be the join of all but agent h’s private information partitions. Notice that
P(w)NQ(w) = {w}, for all wEQ", by construction of 9°. Thus Q° can be thought of as a
minimal description of uncertainty with no unnecessary states. I write M for the meet (finest
common coarsening) of agents’ private information; I will sometimes refer to M as the partition

of public events.

26. Throughout the dissertation, the following notation is used:-
t =(t,..,ty) € Ty x.xTy=T
th = (e sbapstpsrses ot) € Ty Xee X Ty x Tyyyy Xo. x Ty = T,
{t-bvtb'} = (tye sttty o) € T.

27. In Blackwell’s Theorem [Blackwell (1951), Cremer (1982)], uncertainty is usually represented by
a cross-product of verifiable states (the states that the decision problem depends on) and private signals
(from the "experiment”). In chapter III, I show how the equivalent partition representation version of
Blackwell’s Theorem shows when one information partition is always ex ante more valuable than another,
for some restricted class of decision problems (thus the answer is not simply when one partition is finer
than another). See also Green and Stokey (1978).
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ion 2 : in

When I formally define the general trading problem in section 4, "betting" will be the
special case of "trading" where there is a single good, and agents are risk neutral. Why treat
betting first and separately? The betting case is the simplest way of abstracting from
motivations for trade (e.g. insurance, state dependent utilities) other than the prior beliefs and
information of agents. The results are particularly elegant in this simple case: all the theorems
are straightforward applications of Farkas’ lemma, as we ask if there exists a bet satisfying
some set of linear inequalities. The linear algebraic conditions on beliefs then all have natural
interpretations. Most of the intuition of the general trading problem becomes clear in the
betting problem. In fact, the results for the general trading problem are proved by reduction
to the betting case.

First, what is a bet? A bet is a set of random variables, one for each agent i.e. {X,}yeu
with each x,: @ — R. A bet is feasible if ey X,(w) < 0, VWER [2.1]

It is useful to think of the {x,},c; being defined on all of Q (i.e. on all combinations
of agents’ signals and verifiable events), although for many purposes only their value on " (i.e.
on those combinations which are believed to be possible) will be relevant.

To motivate the solution concepts here, think of there being an "acceptance game" for
any given bet. I give a formal treatment of such an acceptance game in the appendix, here I
am just seeking to motivate the formal description of the solution concepts, which do not have
a game theoretic structure. Suppose an agent’s strategy specifies on which information sets he
will accept the bet and on which information sets he will reject the bet. "Nash acceptance”
occurs if there is a Nash equilibrium of the acceptance game, with some agent strictly better off

(there is also a trivial Nash equilibrium where all agents reject the bet, and thus no agent is
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strictly better off)®. "Common Knowledge acceptance” occurs if there is Nash acceptance
with common knowledge that each agent has accepted”. "Unconditional acceptance” occurs
if there is Nash acceptance with each agent always accepting.

Nash and common knowledge acceptance rules both seem natural in different settings.
If acceptance of the bet can somehow be signalled simultaneously, in such a way that agents
cannot revise their acceptance strategies in the light of observing other agents’ decisions, then
the Nash rule makes sense. Under the Nash rule, agents know the strategies of other agents,
but not their actions. Thus I may know that you accept if and only if event E occurs, without
knowing if, in fact, E has occurred.

But if acceptance of the bet takes place publicly, without some special mechanism to
ensure simultaneous, irrevocable, commitment to acceptance, then it is natural to require the
stronger common knowledge acceptance. To invoke an image of Geanakoplos and Sebenius
(1983), as the agents extend their hands to shake on the deal, each agent will learn that the
other agent is accepting, and perhaps revise his strategy. It is important to note that in this
chapter, agents’ information is fixed (so that learning does not take place in the trading
process); this assumption is discussed in section 2.4.

Since I have three acceptance rules (Nash, common knowledge and unconditional) and
three contractual arrangements (unrestricted, incentive compatible and public), it might appear
that I need nine solution concepts. But I will show that, when considering existence, all three
acceptance rules (Nash, common knowledge and unconditional) are equivalent for unrestricted
betting and incentive compatible betting. Common knowledge and unconditional acceptance

(but not Nash acceptance) are equivalent for public betting.

28. This is closely related to "durability” in Holmstrom and Myerson (1983).

29. Geanakoplos (1988) discusses the common knowledge of strategies assumption in game theory.
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In this section, I give both partition (P) and type space (T) definitions. This redundant
procedure is dropped in later sections, but should be extremely helpful for understanding the

results.

2.1 Unrestricted Bettin

In this section, I argue that if there is Nash acceptance of some unrestricted bet, then
there is another unrestricted bet with unconditional (and thus common knowledge) acceptance.
Then I define "interim rationality” which is the condition for unconditional acceptance. Next,
I define and discuss, with examples, the concept of "consistercy” of beliefs. Finally, I state
and prove the theorem.

Suppose there is Nash acceptance of an unrestricted bet. Consider a new unrestricted
bet which is the same as the old unrestricted bet at all states of the world where the old bet was
accepted (by everybody), but equal to zero where the old bet was rejected (by anybody). Now
there is not only "Nash acceptance” of the new bet, but also unconditional acceptance, since
each agent is indifferent between accepting or rejecting if his expected payoff is zero. Thus it

is not restrictive to require unconditional acceptance of an unrestricted bet®.

P - Definition {x,},ey is interim rational if

Y n o) 20 V heH, o’eQ*
wePy(a)

with strict inequality for at least one h, o'

30. This is proved in the appendix.
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T - Definition {x,},eu is interim rational if

Y ¥ mdtahxdegh) 2 0 V heH, t€T, [2.2]
t.\€T, 9€Q
with strict inequality for at least one h,t,

Interim rationality captures the idea of unconditional acceptance. Note that if strict
inequality was not required somewhere, then a bet equal to zero everywhere would be classified

as interim rational.

Definition {x,},ex is an unrestricted bet if it is feasible and interim rational.

Thus we assume there is complete contingent contracting; in particular, the bet may
depend on agents’ private information. Thus either agents are compulsive truth-tellers, or
agents’ information must also be verifiable (as well as events in Q).

Harsanyi (1967) introduced the idea of "consistent” priors. The key observation is that
once agents have observed their signals, all that matters is their posterior beliefs. If their
posterior beliefs could have been derived from the same prior, then in any problem where only

posterior beliefs matter, results which are true under the common prior assumption must also

be true with "consistent” priors.
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P - Definition Beliefs {=,},cx are consistent if there exists some "common prior” x on §" such

that 7| @ | Pyw)] = #[w | Py)]* VhEH, wED

T - Definition Beliefs {,},en are consistent if there exists {A\,}uen, A\ Tw = R, ., and some

"common prior” = on {1, such that A\,(t,) m,({t,q}) = x({t,q}), YhEH, {t,¢}EQ

Proof of equivalence Substitute the following expression for A\ (t,) in the T - definition

Y Y =({zah

8. ,€T 4 qeQ

E E =, ({tq}D)

'_AET_. qu

2,6) -

The T - definition shows how consistency arises as a critical condition from a set of
linear inequalities.

Consider the example, discussed in the introduction, where there are two verifiable
events (U and D) and two signals (u and d), perhaps correlated with U and D, which agent 1
has observed, but agent 2 has not. Suppose the agents’ unconditional probabilities of agent 1
observing u are q and r, respectively; and the agents’ probabilities of observing U and D are
a, and B, respectively, conditional on 1 observing u, and o, and §; respectively, conditional

on 1 observing d. This is summarized below:-

31. For any probability distribution, ¢,

$(w)
¢w|PW)] - ——
w|Py() > +@)

JEP, (W)
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Discount Rate Exampl

n‘ = {uU, uD, dU, dD}

= {qo, q(1-e), (1-g)as, (1-g)(1-2)}

= {rﬁu, r(l'ﬂu)’ (l'r)ﬁda (l'r)(l'ﬂd)}
Px = ({uU,uD}, {dU,dD} ) P, =(r

)

Beliefs are consistent if and only if o, = 8, and @y = B,. This illustrates one general
implication of consistency, that agents must agree about the probabilities of all events
conditional on the join of private information i.e. 7[ w | P(w)] = #[ @ | P(w) ], for some ,
for all h€H, wE€Q". But this is not always (as in this example) a sufficient condition:

consistency also imposes restrictions on beliefs about other agents’ signals. Consider another

example:-
9‘ = {a, b, ¢, d}
= (1/4, 1/4, 1/4, 1/4) 7, = (8/25, 12/25, 2/25, 3/25)
P = ({a,b}, {c,d}) P, = ({a,c}, {bd})

Here the join of agents’ private information is fully informative [P(w) = {w}, for all
wEW’], so it is trivially the case that agents agree about the probability of every event,
conditional on the join of their beliefs (either 0 or 1). But agents disagree about the
unconditional probability of every event in Q" that it is possible to disagree about. To see
why agents’ beliefs are nonetheless consistent, consider prior x = (2/5, 2/5, 1/10, 1/10). Each

agent h’s beliefs, conditional on his partition P,, would be the same if his prior was replaced

by =.

Theorem 1a There is no unrestricted betting if and only if agents’ beliefs are consistent.

32. They agree about the probability of the empty set and universal set.
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Proof By Farkas’ Lemma, there do not exist {x,},ecy Satisfying [2.1] and [2.2] if and only if

there exist {\,}sen, €ach \,;:T, = R, ,, and ¢: @ ~» R, such that:-

A, @)n,(tgD) - &({tgD) VY heH, {tq}eQ

But now if we let #(w) = ¢(w) / Zoeo $(w’), and A'(t) = M(t) / Lieo ¢(«”), the {Nuen

and prior « satisfy the type space definition of consistency™.

2.2 Incentiv mpatible Bettin

This section is structured as the previous section: first, I show why it is not restrictive
to require unconditional acceptance of an incentive compatible bet. The revelation principle
then implies that it is sufficient to consider mechanisms where agents truthfully reveal their
information. I define the formal incentive compatibility restriction on bets: this is most easily
stated in type space notation, but I also give a partition statement. Then I define and discuss
reconcilability, the weakening of consistency which is the necessary and sufficient condition to
preclude incentive compatible betting. Finally, I state and prove the theorem.

A mechanism specifies a set of possible messages for each agent, and a payoff to each
agent as a function of verifiable events and all agents’ messages. For a given verifiable event,
and a given set of messages, the sum of agents’ payoffs is less than or equal to zero. There is
Nash acceptance of this mechanism bet if all agents accept the bet at some information set, with
each agent choosing his message optimally as a function of his private information. But another

message, "reject”, could be added to each agent’s set of possible messages, with all agents

33. In the rest of this paper, I will use this normalization of the multipliers from Farkas’ Lemma to give
a probability distribution without further comment.
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receiving zero if any agent sends the message "reject”. Thus there is no loss of generality in
assuming unconditional acceptance. But now by the revelation principle, there is also no loss
of generality in restricting attention to "truth-telling" mechanisms.

In the appendix, I prove this "revelation principle with a twist". In what follows, I
define incentive compatible trade in terms of the existence of a truth-telling mechanism bet with
unconditional acceptance.

Incentive compatibility is much easier to define in type space notation:-

T - Definition Bet {x,},ey is incentive compatible if

E E x ({tgD) x,({t,q]) 2 E E = ({tq]) x),({(t_),:‘llu)’q}) V heH, {tpt;}:Tl,

t4€T_, ecQ t.,€T_, q€Q

Thus if agent h’s signal is t,, then he is better off revealing his type truthfully than
lying. Notice that I use the fact that the {x,},ey are defined on all of 2 = T x Q, not just on

Q°. What would be th'e equivalent definition in partition notation using only values of the

{Xu}nen defined on Q%?

P - Definition A bet {x;}.ex is support incentive compatible if

Y rm@x@ 2 Y w(0)z(00%) VheH o'cQ*
oeP.(o') UEP.(O')
V ©*€Q* such that Py (0" )nP_(0")nQ(w") * o, V weP (o),

and z,(0,0°) = x,(0") where o”"€P(0*)NP_(0)NQY(w)
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"Support incentive compatibility” depends only on the values the {x,},ex take on 0,

the support of the {=,},e4. It says that agents can only consider lying if there is no possibility
of them being found out to be lying. The definitions are almost equivalent in the following
sense: if there exists {x,}, ey incentive compatible, then {x.}, ¢y is support incentive compatible;
and if {x,},ey is support incentive compatible, then there exists a real number k such that for
all {y,}sen such that y,(w) = x,(w), for all wEX’, and y,(w) < k, for all WE D", {y,}pen is
incentive compatible. This means that if {x,},ecy is support incentive compatible, then for
sufficiently unpleasant payoffs (<k) on impossible combinations of signals and verifiable

events, {x,},ex Will be incentive compatible.

Definition {x,},ey is an incentive compatible bet if {x,},ey is feasible, interim rational and

incentive compatible.

Reconcilability is a complicated property to state, but it has a natural interpretation.

P - Definition Beliefs {m,},cyu are reconcilable if there exist strictly positive priors {}uen,
priors {£,},en, Markov matrices {0,},cy (with the dimension.of each 6, equal to the number

of elements of T,), non-negative constants {k;},cx and "common prior" =, such that:-
[1] ¢ f0lPy@)] = m[0lP )] V heH, vel*

[2] £,[0IP(0)] = 7,[0|P(@)] V 0eQ", such that E,[P,(w)] > O, heH.
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[3] {4(0) = n(w) - E[E(w) - Y 0 P0)P0)E ()] V heH, weQ®
oeP_y(@)nQ(w)
where the 0,(.,.) are elements of the matrix ©,.

T - Definition Beliefs {=.},cn are reconcilable if there exist {A;},en, With \,;:T, = R, ., and

{#}ven, with p: T;2 » R, and "common prior" , such that*:-

2,07, (8aD)+ Y [0, ® (gD -1 () 7 (¢ t0aD] = =({1.49)) Y heH, ¢t
teT,

Proof of equivalence Note that summing over t,ET, in the T - definition gives:-

:gr A a)n,({tgh) = Y n({tq)) V heH,t ,€T,, qeQ.

HeT,

and that summing over the w € P,(w") N Q(w") in the P - definition gives:-

(AP (0)nQ(@)] = =[P (0*)nQAw")] V heH, w*eQ”.

Now the following substitutions can be used to prove the equivalence (i.e. in both directions):

@) = T By k - LY e, @), {ng)
/ teTgeQ

HeT,

Ci({tgh) = A,@)= ({tqD)

a () (1)) 0,1l - Balutd)

$u(ltgh) - k, P

34. The structure of the linear algebraic restrictions is of the same form as those derived in a more
general class of mechanism design problems, with a disagreement outcome, considered by Myerson
(1989). He introduces the terminology that y,(t,,t,") > O implies type t, "jeopardizes" type t,’. Thus
type t, can jeopardize type t,” only if the constraint that type t, should not be tempted to pretend to be
type t,’ is binding. "Reconcilability” is also closely related to Shin’s (1989) "dynamic representation”
of beliefs; this is discussed in chapter III.
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Note that if all the k, are equal to zero, then reconcilability reduces to consistency. In
general, reconcilability continues to require that agents’ posterior-equivalent priors {{,},cx agree
with the common prior # about other agents’ signals and verifiable events. But agents’ beliefs
about their own signals, conditional on others’ signals and verifiable events, under the {&}en,
may differ from the common prior #. With k, non-zero, it is as if each agent believes he has
observed a noisy version of his own signal; he puts less weight on his signal than other agents
do.
Consider again the discount rate example. The "verifiability" partition is Q = ( {uU,
dU}, {uD, dD}). Agents’ beliefs are reconcilable if and only if 8, 2 o, > b > oy = B, B,
=q=b=aq=8,0rf, Sa <b < g <, whereb = 18, + (1-r)8, is agent 2’s
unconditional probability of U. To see why, note that according to the type space definition,
beliefs are reconcilable if there exist \y;, A;, and A, all strictly positive, and p, and p, non-

negative such that:-
(A +B e o H(1-9e, - Az’ﬂ, (111+u1)¢1(1-¢ S (1-9(1-a) = )'2"(1"3.

Ap+u)(-@u -pqe, = A1-NB, Ap+u)I-g)(1-a)-pg(l-a) = A,(1-
A straightforward manipulation shows that this is true if and only if Are, - 8] + p,(1-
Qle, - ] = 0 and M(1-0)eg - B + pygle - o] = 0, and thus 8, = &, > @y 2 B, B, =
a, = o= forf, < o, < oy < ;. The requirement that A, and A,, are strictly more than

0 give the extra conditions on b.

Theorem 1b There is no incentive compatible betting if and only if beliefs are reconcilable.

Proof When do there not exist {x,},eu, €ach x,: @ - R, such that:-
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Y Yn,({tghx({tq)) 20 V heH, t,€T,
4T, qeQ
with strict inequality for at least one hyt,

DT NEA((T))] 2.237 )G;Qu,(u,q})x,a(:_,,:,',),q}) Y heH, {tt}<T,
A€ ;4

t,.ET_‘ qEQ
Yx({tg) <0 V€T, qgeQ
heH

By Farkas’ Lemma, there do not exist such {x}, ey if and only if there exist {\,},en, With A,: T},
- R, ., and {p}ren, with g, T2 - R,, and prior x, such that:-:-

A e)m (2aD)+ Y [1,@t0m ({6g) -1 ht)m [, 20aD] = ®({t.q)) Y heH, teT

1T,
2 mmon Knowl lic Bettin

In this section, I first discuss the idea of public events in the partition framework.
Public bets can depend on verifiable events and public events but not on events which are
known to some agents and not to others. For public betting (unlike for unrestricted betting and
incentive compatible betting), it matters whether we consider Nash acceptance or common
knowledge acceptance. In this chapter, I'm concerned with common knowledge acceptance of
public bets, but if there is common knowledge acceptance of some public bet, then there must
also be another public bet which is unconditionally accepted. I use this in my formal definition
of common knowledge public betting. I define and discuss the condition of publicly consistent
beliefs, and then state and prove the theorem about common knowledge public betting.

Aumann (1976) introduced the notion of common knowledge into economics. An event

E is said to be common knowledge at w if M(w) C E, where M is the meet (finest common
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coarsening) of agents’ private information partitions. Aumann showed how this definition
corresponds to the intuitive notion that an event is common knowledge if agents know that it’s
true, they know that other agents know that it is true, and so on®™. An event E is a public
event if E is common knowledge at w, for all w EE. By the definition of common knowledge,
an event is a public event if and only if it is measurable with respect to M. For this reason,
M will also be called the partition of public events.

It is natural to assume that even if bets cannot depend on private information, they
should be able to depend on public events - events that all agents know and all agents know that
all other agents know and so on. Public bets can depend on both public events and verifiable
events. It may seem natural to assume that public events are verifiable [i.e. partition Q is as
fine as the partition M]. But economists have considered situations where events publicly
known to both parties to a contract are not verifiable. Also, recall that the restrictions on
trade implied by Q can be motivated by reasons other than verifiability (e.g. transaction costs):

an example of this is given in section 3.

Definition Bet {x,},cx is a public bet if each x, is measurable with respect to the join of Q, the

partition of verifiable events, and M, the partition of public events.

For public bets, there is a difference between Nash acceptance and common knowledge
acceptance. Thus in the discount rate example, there exists Nash acceptance of a public bet if

and only if there exists incentive compatible betting, while common knowledge acceptance of

35. Milgrom (1981) gives a formal proof of the equivalence.
36. For example, an employee’s effort may be common knowledge among employer and employee, but

it may not be possible to contract on effort, because a court of law cannot verify effort [e.g. Shapiro and
Stiglitz (1984)].
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a public bet is much more restrictive, as I will show. But suppose there is common knowledge
acceptance of some public bet. Then if that bet is replaced by another equal to zero on those
events where it was not accepted before, then the replacement bet will be unconditionally

accepted. The appendix contains more detailed discussion of these issues.

Definition {x,},ex is a common knowledge public bet if {x,},ey is feasible, interim rational
and public.

Lemma If there exists a common knowledge public bet, {x,},cy, then there exists an incentive

compatible bet, {x,'},cn.

Proof Let x,'(w) = x,(w), for all wEQ", and x,"(w) = k, for all W& Q". For k sufficiently
negative, all incentive compatibility constraints will hold. But feasibility and interim rationality

must hold because {x,},ex is a common knowledge public bet.

The lemma shows that conditions for common knowledge public betting are stronger
than the conditions for incentive compatible betting. So the restriction on beliefs required to

preclude common knowledge public betting, public consistency, is weaker than reconcilability.

P - Definition Beliefs {w,},cu are publicly consistent if there exist positive priors {{},ey, and

"common prior" =, such that:-

[1] {,[0lP(0)] = m,[0lP(w)] Y heH, veq®
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[2] {[QX0)M(0)] - R[Xw)nM(w)] V heH, weQ*

T - Definition Beliefs {x,},¢x are publicly consistent if there exist {A\}yen, €ach AT, >R, .,

and "common prior” 7 such that:-

YA,@)n . ({tq)) = Y =({t.q)), V heH, for each public event EcT".
54 teE

where T* = {tET | {t,q} €Q", for some qEQ} and E C T is a public event if and only if
t€E and {t,t’} €T implies {t,.t,'} €E.

In words, beliefs are publicly consistent if each agent h’s prior () can be replaced with
another prior with the same posterior beliefs (), such that the replacement priors ({{.}nex)
agree on the probability of public and verifiable events (the join of M and Q).

In the discount rate example, beliefs are publicly consistent if and only if , > b >
a, &, = b = or ¢y, < b < q [recall that b is the uninformed agent’s (unconditional)
probability of U]. Thus common knowledge public betting occurs only if min (o,,c;)) = b and
max (o, > b or if max (o,0) < b and min (o,0;) < b. The uninformed agent’s
unconditional probability of U must be either greater than or less than both ¢, and «;.

In the example, public consistency is equivalent to the requirement that there exists
suchthat 7, [Qw) | Pyw) ] = 7 [Q(w) | Pyw)] VhEH, wEQ".

This seems a simpler definition of public consistency, but in fact it turns out, in general,
to be too strong a requirement, as the following example illustrates:-

2 = {ab,c,d,e}
Q = ({ad}, {bc.e})

x, = /7, 117,217, 217, 1/7) Ty
Bl = ({a’b}, {C,d,e} ) Bz

(1/6, 1/3, 1/6, 1/6, 1/6)
({a,c}, {b,d}, {e})
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Notice that 0° is the only public event [ M(w) = Q°, Vo €Q" ]. Beliefs are publicly
consistent, since each agent’s prior can be replaced with priors with the same posteriors: §; =
7, and {, = (5/14, 1/7, 5/14, 1/14, 1/14), respectively”’, such that the unconditional
probabilities of event {a,d} in Q are 3/7 under both ¢, (i.e. v,) and {,. However, there does

not exist a prior « such that agents’ conditional probabilities of events in Q agree with #.

Theorem 1¢ There is no common knowledge public betting if and only if beliefs are publicly

consistent,

Proof This is easiest to show in partition notation. Do there exist {x,},ex, €ach x,: 0" — R,

measurable with respect to the join of Q and M, such that:-

Y n(okx(w) 20 VheH, o*eQ®, with strict inequality for at least one h,w*.
WEP(0®)

Yx(w) <0 VaeeQ.
keH

By Farkas’ Lemma, this is true if and only if there do not exist {A,},en, €ach A,: @* >R, .,

each A\, measurable with respect to P,, and a common prior « such that:-

37. Agent 2’s posterior beliefs, given partition P,, are (1/2, 2/3, 1/2, 1/3, 1) under both x, and .

38. Suppose there exists such a * = (x,, 7, 7, %5, 7). To agree with 1’s conditional probabilities,
we require 7,/x, = 1 and 7,/(x.+7,) = 2/3; to agree with 2’s conditional probabilities, we require x,/x,
= 1 and 7,/x, = 1/2; but now if 7, = 2k, we get x, = 2k, 7, = 2k, 7, = k and thus the contradiction
x, = 3%, - x, = (1/2)k.
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Y A (@), (0) = Y n(w) V heH, o€,
weM(e )N ") weM(e)NN(e*)

Now set §(w) = M) 7(w) VhEH, 0wED".

2.4 Discussion

The assumption that restrictions on trade take the form of a partition and derive from
restrictions on verifiability is not necessary. I could have assumed, as in the general
equilibrium with incomplete assets literature®, that there was some arbitrary set of basic
"assets" (random variables on 1) and that all trades had to be linear combinations of those
assets. Instead, I assumed, in effect, that the set of basic assets could be written in a
particularly simple form: i.e. that for each q€Q, there exists an asset paying 1 if w€q, 0
otherwise. In the more general case, instead of deriving restrictions on agents’ beliefs,
conditions about agents’ valuations of different assets would be derived. The qualitative
structure of the results is unchanged*.

A more subtle problem is the assumption that agents’ information {P,},¢y is fixed. But
trading processes do reveal information. I have asked, for given information, whether bets

satisfying certain properties exist. How could the idea that learning is part of the trading

39. Geanakoplos (1990).

40. But we do use ihe special form of incomplete asset markets in section 4 to argue that competitive
equilibria (with incomplete markets) will be constrained efficient, in the general trading setting.

41. An interesting special case is when there is one good and two assets, a constant asset (paying, say,
1 in every state) and a variable asset. Would agents trade? The "private values" model in the auctioning
and bargaining literature can be interpreted as an example of such an environment when agents have
heterogeneous priors.
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process be incorporated in a general way*”?? Suppose initially agents have private information
{Pu}ren, but during the trading process, these become refined to {P,*},en. For example, if the
trading process revealed all agents’ private information®®, we would have P,* = P, for all
hEH*. Say that {P,*},cy is a feasible refinement from {P,},¢y if each P,* is as fine as P,
(h does not forget what he knew before) and as course as P (h cannot know something which
no one knew before). Then, given {P,},cy, does there exist a feasible refinement {P,*}, ¢y such
that common knowledge public betting can occur. The conditions for no such "post revelation
common knowledge betting” (depending on initial information {P,},¢,) do not have a simple
representation, but they are strictly weaker than consistency, strictly stronger than public
consistency and cannot in general be ranked with respect to reconcilability.

Even when allowing for information revelation, necessary and sufficient conditions for
betting are given as a function of beliefs and the initial private information. But for a given
uncertainty space and verifiability partition, what condition on priors is required to preclude
betting for all possible private information partitions? The question is non-trivial: for example,
if all agents are uninformed, agents need agree only on the probability of verifiable events; if
all agents are fully informed, they will not bet at all, whatever their priors. But as long as
some events are distinguishable for contractual purposes [i.e. Qw) # Q° for some (and thus
all) w € "), there is no unrestricted / incentive compatible / common knowledge betting for all

private information {P,},cy if and only if agents have common prior beliefs about Q™.

42. Dubey, Geanakoplos and Shubik (1977) give an explicit model of information revelation in a trading
process.

43. As in Radner (1979).

44. "Full Revelation Common Knowledge Betting" occurs if and only agents have common beliefs
conditional on the join of private information i.e. if %[ w | P(w) ] = *{ w | P(w) ] for all wEQ", for
some "common prior” x. This condition is strictly weaker than consistency, and but cannot in general
be ranked with respect to reconcilability and public consistency.

45. These results about information revelation processes were proved in an earlier draft.
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ion 3: n information | ing?

When would agents bet in the absence of any private information? If and only if they
have different beliefs about verifiable events. So information leads to betting, in the sense that
the arrival of new information enables betting that would not otherwise have occurred, if betting
occurs despite agents having common beliefs about verifiable events. In this section, we give
necessary and sufficient conditions to preclude betting when agents have common beliefs about
verifiable events; these conditions - consistent interpretation, reconcilable interpretation and
publicly consistent interpretation - are independent of what the common beliefs about verifiable
events are. Now it is agents’ interpretation of the signals which matters.

Also in this section, a strengthening of the solution concepts of the previous section is
introduced. Strict interim rationality requires that every agent is always better off under the bet
conditional on some public event. Strict bets require strict interim rationality. This
strengthening is required in the next section when we introduce risk-aversion. It is the weakest
strengthening that will give the equivalence between betting and the general trading problem that

I require.

Definition Agents have common beliefs about verifiable events if there exists a "common

prior” x such that 7,[ Qw) 1 = #[ Q(w) 1, for all hEH, WEQ".

Definition Beliefs {#,},ey satisfy consistent interpretation if there exists "common prior" =,
such that #, [ @ |[Q@)] / 7, [ @’ |Q")] = #(w) / ®(w’) VhEH, w’ EPy(w)
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Definition Beliefs {xy}yen satisfy (weakly) reconcilable interpretation if there exist {\}yen,

each \,:T, = R,y o, {u}nen, €ach p,:T;2 = R, and "common prior” « satisfying, I,cp Lieq
#({t,q}) > 0, for all public events E C T, such that*:-

WALKUPED N MRORALNCPEMRCENERCIRAT) BRIV IR T A% L)

ner,

Definition Beliefs {=},ey satisfy (weakly) publicly consistent interpretation if there exist

positive (non-negative) priors {{;},ex, and "common prior" =, with x[ M(w) ] > 0, for all

w€E€Q°, such that:-
{Jo|P(w)] = x Jw|P(w)] VY heH, weQ®, such that { [P, (w)] > 0.

{AM(0)Q(w)] = n[M(0)"Aw)] V heH, wel®
Consistent interpretation, reconcilable interpretation and publicly consistent
interpretation are equivalent to consistency, reconcilability and public consistency when agents

have common beliefs about verifiable events.

Definition Bet {x,},cy is strictly interim rational if

Y = (okx(w) 20 VheH, o*cQ®,
@€eP(0")
with strict inequality for all heH, w"€E, for some public event EcQ®,

Definitions A bet is a strict unrestricted bet if it satisfies feasibility and strict interim
rationality. A bet is a strict incentive compatible bet if it satisfies feasibility, incentive

46. I use notation 7(t|q) = my({t,q}) / Ler m({t,q})-
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compatibility and strict interim rationality. A bet is a strict common knowledge public bet if

it satisfies feasibility, strict interim rationality and is public.

Theorem 2 (a) If agents have common beliefs about verifiable events, there is no (strict)
unrestricted betting if and only if beliefs satisfy consistent interpretation.
(b) If agents have common beliefs about verifiable events, there is no (strict)
incentive compatible betting if and only if beliefs satisfy (weakly) reconcilable interpretation.
(c) If agents have common beliefs about verifiable events, there is no (strict)
common knowledge public betting if and only if beliefs satisfy (weakly) publicly consistent

interpretation.

The proof is a straightforward extension of the proofs in the previous section, and is
omitted. Note that the conditions for existence of strict and standard unrestricted betting are
the same, but there is a difference between conditions for existence of strict and standard
incentive compatible and public betting. In the following example, any common knowledge
public bet must have agent 1 paying agent 2 $x in event {a,b} and agent 2 paying agent 1 $x
in event {c,d}. But now 1 must have zero expected gain if he observes {a,c}, so there cannot

be strict common knowledge public betting.

2 = {a, b, ¢, d)
Q = ({ab}, {cd})

x, = (1/4, 1/6, 1/4, 1/3) 7, = (1/3, 1/4, 1/4, 1/6)
Bl = ({a,C}, {b9d} ) -132 = ({asd}s {b,C} )

X, = ('19 "l’ l, 1) X = (19 19 'i, '1)
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Notice that if all events are verifiable [Q(w) = {w}, for all wEQ’], then information

never leads to betting, under any solution concept, since beliefs must then satisfy consistent
interpretation, reconcilable interpretation and publicly consistent interpretation. If all public
events are verifiable [Q(w) C M(w), for all wE ], then beliefs satisfy publicly consistent
interpretation, and information cannot lead to common knowledge public betting. But if Q is
interpreted as representing restrictions on betting not necessarily deriving from verifiability,
then there are natural cases where Q is not finer than M. Before the Iragi invasion of Kuwait,
it was not possible to buy assets contingent on possible future Iraqi invasions of Kuwait
(perhaps because transaction costs were high and demand was low). The day following the
invasion (a very public event) was one of the busiest trading days of the year on the world’s
stock markets. Traders were able to make trades reflecting their different beliefs about the

world, conditional on Iraq having invaded Kuwait, which they couldn’t make before.

4, Tradin

In this section, I generalize the resuits of the previous section to risk-averse agents
trading in many goods. There is minimal discussion of the solution concepts as extension from
the betting case is straightforward, and the reader can refer to section 2. The key conceptual
issue in this section is the restriction to "no uninformed trade” environments. With risk averse
agents, and many goods, there are motives for trade which have nothing to do with agents’
beliefs and information (e.g. insurance, different preferences among goods, state dependence
of utility functions). I am interested in environments where other motives for trade are not
present, so I restrict attention to the case where endowments are constrained efficient, with

respect to trades depending only on verifiable events, and where agents’ private information is
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not payoff-relevant (i.e. utility functions are independent of private information). In this case,
conditions for no trade under the different solution concepts depend only on agents’ information
and beliefs (and not on their endowments and utility functions). This framework is very close
to that used in Milgrom and Stokey’s (1982) "no trade" result. Milgrom and Stokey observed
that in this framework, it is agents’ interpretation of signals - their beliefs about the distribution
of agents’ private signals conditional on verifiable events - which matter, not their beliefs about
verifiable events, since they can make trades contingent on the verifiable events prior to

observing private information.

4.1 Th ner ing problem

Consider the uncertain environment described in section 1, with E = [Q°, Q, {P,,
Tu}uenl, but now suppose there are a finite set L of different goods. I also write L for the
number of goods. For each agent h, we must specify his utility function, u,: R“ x @ » R and
endowment, e,: @ - R",, with each e, measurable with respect to P,. A feasible trade now
involves bundles of commodities: {x,},cy is a feasible trade if each x,: @ - R" and I, ¢y X, (@)
<0.

Solution concepts are defined by natural extension from the betting case:-
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Definition {X,}uex is [strictly] interim rational if

Y n(@yle@)x(o)e] 2 I w(0)ylew)0] V heH, o’en”.

wePy(wh oePoh

and with strict inequality for at least one h,w’.

[with strict inequality for all h, and all w’€E for some public event E C ]

Definition {x,},ex is incentive compatible if

Y, Y=,({tahule({tah+x,((tgD] 2 Y E1t.({t,q})u,.[e,.({t,q))+x,.({(t.,.,t,.),q})]

1,67, q€Q LN Y 2]
Definition {x,},eu is public if each x, is measurable with respect to the join of Q, the partition

of verifiable events, and M, the partition of public events.

Definition {x,}.eu is 2 (strict) unrestricted trade if it is feasible and (strictly) interim rational.

Definition {x,},en is a (strict) incentive compatible trade if it is feasible, (strictly) interim

rational and incentive compatible.

Definition {x,}yey is a (strict) common knowledge public trade if it is feasible, (strictly) interim

rational and public.
Now "betting" is the special case of trading where L=1 and u,(x,w) = x, for all xERY,

@€, Note that if there is no unrestricted trade, then endowments satisfy "interim classical

efficiency” in the sense of Holmstrom and Myerson (1983). But if there is no incentive
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compatible trade, endowments are not necessarily "interim incentive compatible efficient", since
there may not be an incentive compatible mechanism capable of implementing the endowments.

I could derive some general conditions for no trade but typically they would involve
endowments and utility functions (in fact, marginal utilities), and the conditions have no obvious
interpretation®’. By looking at the "no uninformed trade” case described below, I can derive
conditions for information leading to trade that are independent of endowments and utility

functions.

4.2 No Uninformed Trade

Imagine that risk-averse agents were able to undertake trades, conditional only on
verifiable events, before observing their own information. Suppose they traded to an ex ante
constrained efficient allocation - constrained by the fact that trades can depend on verifiable
events, not on (as yet unobserved and perhaps never verifiable) private information. Now
suppose, in addition, that verifiable events incorporate all "payoff-relevant” uncertainty. Thus
private signals are valuable to agents because they are correlated with payoff-relevant events,
but they do not directly affect utility (they are not arguments of the utility function), nor do
endowments depend on them. In this case, a constrained efficient allocation would arise in a

competitive General Equilibrium with incomplete markets®. Or it might be reached by some

47. If I assume agents are risk-averse, then the interim rationality condition is convex, and thus I can
derive linear algebraic conditions, analogous to the betting case, but involving marginal utilities, to
preclude unrestricted and common knowledge public trade. Incentive compatibility constraints are not
necessarily convex. But if randomization were allowed over possible trades (and thus incentive
compatibility constraints became linear), results for incentive compatible trade could be derived.

48. It is not generally the case that general equilibria with incomplete markets [GEI] are constrained

efficient [Geanakoplos and Polemarchakis (1986)]. But consider the Arrow-Debreu (complete markets)
equilibria of the economy where uncertainty is specified only by verifiable events. Such equilibria are
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other prior trading process®. It will turn out that when these three properties are satisfied,
conditions for trade are independent of endowments and utility functions. Intuitively, this is
because gains from trade because of different marginal utilities across states can be efficiently
exploited before private information is available. Private information permits further

(subjective) gains from trade by exploiting differences in prior beliefs.

Assumption 1: Each u, is concave, differentiable and strictly increasing. This gives us risk-
aversion.
Assumption 2: Constrained ex fficien

There does not exist feasible {x,},ex, With each x, measurable with respect to Q, such

that
Y= No){yle(w)+x(w),0]-1le(0)0]} 20 VheH
wel*
with strict inequality for at least one heH.
Thus we require endowments to be constrained ex ante efficient with respect to the
verifiability partition Q.

efficient with respect to verifiable events and but are also the same as GEI equilibria of the larger
economy. Note that this argument depends on the assumption that payoff-relevant events are verifiable.
Note also that (for expository reasons) I have not made assumptions to ensure existence of GEI equilibria.

49. If agents anticipated that they would later be observing their private information signals, the
rationale for trading to ex ante constrained efficient allocations is not clear; this is discussed in section
4.3. However, there is always remains a "counterfactual” interpretation of the result: when will agents
trade with each other in situations where they would not have been prepared to trade with each other in
the absence of the private information?
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Assumption 3; Payoff-relev ven verifiabl
First, define h’s "payoff relevance partition”, Z, by Z,(w) = {0’ €Q° | e,(w’) = ey(w)
and u,(x,0’) = uy(x,w) YxERY}. For given x, h cares only about which event in Z, occurs,
and not about any more refined events. But before x is known, information about other events
may increase expected utility (because those events are correlated with events in Z,, and you
can act accordingly). Notice that, in general, private information, {P,},cy, verifiability
restrictions, Q, and payoff-relevance partitions, {Z,},cy, are independent properties, except for
the requirement that, for each h, P, is finer than Z,*. You may know that a member of the
Open Market Committee has predicted an increase in the discount rate tomorrow, but we cannot
verify the prediction for contractual purposes, nor does the prediction directly affect our ex post
utilities (though it may be correlated with events which do). Tomorrow’s discount rate is
verifiable, but we don’t know what it will be, and it does not directly affect our ex post utilities.
My bank manager’s propensity to foreclose on my debts is payoff-relevant for me (and not for
you), but it may be unverifiable for contractual purposes, and you don’t know what it is®'.
In what follows, I assume that the verifiability partition, Q, is finer than each Z,, thus
w’ € Q(w) implies e,(w”) = e,(w) and u,(x,0’) = uy(x,w), for all hEH, x ER, Thus all payoff-
relevant events are verifiable. I touched on one environment where this might be true in section
1. Suppose Q represents the set of "natural events”, where natural events represent "substantive

happenings that are not themselves described in terms of people knowing something"*, All

50. It was already assumed (in section 4.1) that v’ €P,(w) = ey(w’) = e (w). It is perhaps natural to
assume also that «’ €Py(w) = uy(x,0’) = w(x,w) Vv XERL. Neither assumption affects the formal
argument.

51. Following Savage (1972), the treatment of uncertainty requires that we can describe 1 independently
of the acts available to agents.

52. Aumann (1989). He notes that "the distinction between ’natural events’ and ’events’ is analogous |
to that between ’states of nature’ and ’states of the world’ that one sees in the literature”.
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"natural events" are verifiable, and so there are no uncontractable events in the conventional
sense. But trading decisions with asymmetric information depend also on agents’ beliefs about
other agents’ beliefs about natural events, and beliefs about what information other agents have
observed, together with beliefs about other agents’ beliefs about your beliefs etc... Our
description of the uncertain environment must be expanded from Q to 1. Contracts cannot
be written contingent on events concerning beliefs. Private information then includes your
knowledge of your "type" (beliefs about Q, partition of Q, second order beliefs, etc...)™.
Presumably, only "natural events" are payoff-relevant.

The "payoff-relevant events are verifiable" assumption is true in this interpretation, but

not restricted to it.

Definition [Q°, Q, {7y, Py, €, U}wen ] is a no uninformed trade (NUT) environment if payoff-

relevant events are verifiable, agents are risk-averse and endowments are constrained ex ante

efficient.

The NUT environment is roughly that in Milgrom and Stokey (1982)*. In the NUT
environment, I can use a reduced form notation without confusion. I write e,(q) = e,({t,q})

and u,(x,q) = u,(x,{t,q}) for all xER", EQ, tET. Also I write 7,(q) = Z,er m({t,q}).

53. Mertens and Zamir (1985), Brandenburger and Dekel (1985) and Aumann (1989) derive formal
models of such hierarchies of beliefs.

54. Note that under this interpretation of agents private signals as "types”, it does not make sense to
imagine that agents had a prior opportunity to trade. But the counterfactual interpretation of the results
(see note 49) remains.

55. Some authors have interpreted Milgrom and Stokey [MS] as assuming that the initial allocation is
(unconstrained) efficient, leading to the conclusion that MS do not require a restriction on priors at all
for their theorem. In fact, the MS theorem assumes only constrained efficiency (with respect to payoff-
relevant and implicitly verifiable events), but their restriction on prior beliefs and the payoff-relevance
assumption guarantee that constrained efficiency is equivalent to unconstrained efficiency.
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This notation to can be used to characterize NUT environments:-
Lemma If E is a NUT environment, there exist positive priors {¢},e, on Q, and positive

constants {k,},eu such that k, du,/dx[e,(q),q] m(Q) = ¢(@) VhEH, q€Q, IEL.

Intuitively, when trading the Ith good, agents will behave as if they have common prior,

¢, on verifiable events. This will drive the results in the next section.

4.3 When information 1 ?

I say that "information leads to trade” if agents trade in a "no uninformed trade"
environment. The conditions are identical to the betting case. The theorems are proved by

reduction to the betting case.

Theorem 3 (a) Information leads to strict unrestricted trade if and only if beliefs do not satisfy
consistent interpretation; (b) information leads to strict incentive compatible trade if and only
if beliefs do not satisfy weakly reconcilable interpretation; (¢) information leads to strict
common knowledge public trade if and only if beliefs do not satisfy weakly publicly consistent

interpretation.

All three results are proved by reducing the trading case to the betting case of the

previous section. I give the proof for (a) only; proofs for (b) and (c) take the same form. I

56. In the special case when all information is public, the three kinds of trade, and thus the three kinds
of necessary and sufficeint conditions, are equivalent. Both Hakansson et al. (1982) and Milgrom and
Stokey (1982) noted that consistent interpretation is the necessary and sufficient condition for no trade
in this case.
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prove there exists strict unrestricted trading, in a "no uninformed trade” environment, if and
only if there exists strict unrestricted betting in an environment where agents have the same
beliefs conditional on verifiable events, and some arbitrary common beliefs about verifiable
events. But we know from the previous section that consistent/reconcilable/publicly consistent
interpretation are the necessary and sufficient conditions to preclude unrestricted/incentive
compatible/common knowledge public betting with common beliefs about verifiable events.
Proof of (a)

1. Recall that by lemma of the previous section, in a NUT environment, there exist positive

constants {k,},ey and positive priors on Q, {@},c., such that

ou
kkgt[q@)"ﬂ"h(q) - ¢/(9) V heH, IeL, qeQ. [4.1]

2. Now suppose that there exists an unrestricted trade, {Xu}nen. Consider the bet {y,}uen

defined by:-
y(ital) - K, (@) {u,[e,(9) +x,.(' (1.91), g1-u;le4(9), 9]} ’ [42]
$°(q)
where ¢" is any positive prior on Q.
3. Now {x.}.cyu feasible = I,y xy({t,q}) <0 VET, qEQ,IEL. [4.3]
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a‘h
ha :gzk"” @ E[e,.(q),q]x.,({t.ql)

Yy({tgh) < V teT, qgeQ,
sl ! '@

by [4.2] and risk-aversion.
1

< ¢.(q)1§¢,(q)h§x,.,({t.ql) V teT, qeQ
by [4.1]

<0 V teT, qeQ
by [4.3]

= {Yu}nen feasible

4. Write my(t]|q) = m({t,q}) / m(q); now for any positive prior ¢* on Q, and v hEH, t,ET,

Y Y=l e@yea-k, ¥ T = ((taD(ule(@)+x,({t.q)), ql-u,le,(9), q1}

l’_.ET_l qGQ ‘_‘GT_. qeQ

thus {x,},ey strictly interim rational implies {y,},ex strictly interim rational.

5. Conversely, suppose that {y,},en is a strictly unrestricted bet and define trade {x,},ex by:-
xp({t,q}) = eyu({t,q}), for somee>0, vtET, qEQ, {t,q} EE, where E is the public

event where interim rationality constraints hold with strict inequality.
xu(t,Q) = 0 if1#1 or if {t,q} & E. [4.4]

6. Now {y,},en feasible implies {x,},cy feasible by construction.
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7. Suppose {Yu}uen is strictly interim rational. Then

LetE, = {t,€T, | (t,q) €E for some t,ET,, q€0}

if {,€E,, then 1 Y Y=, (tgd) {ule(9)+x,({t.a)).q]-u,le(q).q])
€1 €T 4qcQ

auh
- ¥ Y= (tah—le,a).qly,({tq) by [4.4]
as ¢~0 ‘_.er_l qu axl
2; ¥ =, ({ta) d Dy, ({t.a)
1274 490 by [4.1]

-~ LY ooy

ase-0 Ky 1,€T, qeQ

if t,¢E,, then = ¥ ¥ n,({taD)(u,le,(@)+x,({t:g)).q1-u,le,(@).ql} - O
€1 €T, geQ

therefore, for some €>0, {y,},en strictly interim rational implies {x,},ey is strictly interim
rational. Notice there are two senses in which the results in this section answer the
question "when does information lead to trade?” One is counterfactual: is trade occurring in
a situation in which agents would not have traded in the absence of their private information?
Another is temporal: when would the arrival of information lead to trade? The latter is more
problematic. If agents did not anﬁcipate receiving information signals in the future, agents
would indeed trade to an ¢x anie constrained efficient allocation in a co-operative environment
(also, we noted, in a General Equilibrium with incomplete markets). But what if the agents

anticipated receiving those signals in the future? Could they commit to a particular trade after
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observing their information? There is no simple answer without describing how trades might

be chosen, an issue that has been deliberately avoided™ .

ion 5: Conclusion

I have referred during the course of the chapter to related work in both the "partition”
framework and the "type space” framework; here, I consider three additional issues.

Geanakoplos (1989) considers when trade occurs between agents who have common
prior beliefs, but who "misinterpret” information. Each agent’s information is represented by
a "possibility correspondence” [PC] mapping P,: 2 - 2%/, which does not necessarily satisfy
the characteristic property of partitions, that Py(w) = {0’€Q | Py(w’) = P,(w)}*™.
Geanakoplos shows that common knowledge trade is precluded under weaker assumptions than
(Nash) equilibrium trade. The result is of interest both because of the natural interpretations
of the conditions for trade and because it clarifies the relation between solution concepts.
Brandenburger, Dekel and Geanakoplos (1989) showed that, for any decision problem facing
a set of agents with common priors and possibility correspondences, there is a decision
theoretically equivalent problem with heterogeneous priors and standard partitions. This chapter
gives the heterogeneous prior analogues of Geanakoplos’ results. The relation is discussed in

detail in chapter IV.

57. In an earlier draft, I considered one scenario; starting at an arbitrary allocation, does there exist 8
"prior trade”, contingent only on verifiable evenis, and an unrestricted / incentive compatible / common
knowledge trade "interim trade”, such that the combined trade satisfies ex ante rationality, and the interim
trade satisfies the conditions for unrestricted/ incentive compatible/ common knowledge trade? Theorems
3a, 3b and 3c are as before, with "consistent” beliefs replaced by "common" beliefs. [This case is thus
related to ex ante incentive compatible efficiency, Holmstrom and Myerson (1983)].

58. This framework has been studied by Bacharach (1985), Samet (1990) and Shin (1987).
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Milgrom and Stokey (1982) is perhaps the most cited "no trade" result and also the

closest to the framework presented in section 4. Milgrom and Stokey identified a condition on
priors, weaker than the common prior assumption, sufficient to preclude trade. Their
"concordant prior™ assumption is equivalent (in my terminology) to assuming common beliefs
about private information, conditional on verifiable/payoff-relevant events. This chapter showed
that this assumption can be weakened in two more ways to derive a necessary condition (as a
function of agents’ final information) for no common knowledge public trade (which is
equivalent to the solution concept they use): agents need only have consistent, not common,
beliefs; and they need have consistent beliefs only about public events, conditional on verifiable
events (i.e. publicly consistent interpretation). In fact, their "concordant prior" assumption is
sufficient to preclude not only common knowledge public trade (as their theorem states), and
common knowledge unrestricted trade (as their discussion makes clear), but also unrestricted
trade with Nash acceptance.

In this chapter, I have been concerned with agents who have exogenously given
heterogeneous beliefs about events which are exogenous to the model. This should be
contrasted with the very different issues that ari.se in game theory and other economic
environments where agents’ beliefs about endogenous events are themselves endogenous, and
the question arises whether it is natural to impose the common prior assumption®,

The common prior assumption has been criticized as empirically and philosophically
unreasonable. Yet it underlies many important results in economics, not just the "no trade"

results discussed here. The ultimate argument in favor is always: if you don’t assume it, you

59. The literature on Bayesian foundations of game thoery shows that Nash equilibrium can be justified
by assuming a common prior on agents’ strategy spaces [Aumann (1987), Brandenburger and Dekel
(1987b)]. On the other hand, one interpretation of the same formal results is that agents are choosing
strategies conditional on some exogenous (not payoff-relevant) events about which they may or may not
disagree [Aumann (1974)].
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can’t say anything. Chapter V includes a general discussion of the common prior assumption
in economic theory, and applications with heterogeneous prior beliefs. This chapter shows that
the common prior assumption is not necessary to discuss the existence of rational trading with
asymmetric information, and that it is possible to use models with heterogeneous prior beliefs
to gain new insights into trading behavior. Symmetric information and complete contingent
contracting are not natural assumptions in a trading environment where the uncertainty space
must incorporate not only "natural events”, but also agents’ beliefs about other agents’ beliefs
about "natural events”, and so on. Therefore I examined the interaction between heterogeneous
prior beliefs, asymmetric information, and restrictions on verifiability. For three natural
assumptions about contracting, I extended Harsanyi’s (1967) concept of consistency to

characterize how much agreement is required to preclude trade.
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hapter I Appendix: A Rul n ing Rul

I use notation from the main text. There are two components of a solution concept:
first, when is a bet accepted? Second, what kind of contracts can be implemented? I discuss
each in turn.

Al. The Acceptance Game

Suppose {x,},en represent agents’ expected payoffs under some bet (I haven’t specified
what kind of bets yet). Define an "acceptance game" as follows: each agent h chooses a
strategy a,, where a,: 0* - [0,1], a, measurable with respect to P,. Interpret a,(w) = 1 to mean
"agent h accepts the bet at w" and a,(w) = 0 means "agent h rejects the bet at w". Bets are
accepted only if all agents accept. Define utilities in the natural way:-

Uyl {a}hen 1 = Loepe Tw(@) a(w) xp(w), where a(w) = I,ey a,(w)

{xu}ren is Nash accepted if there exists a Nash equilibrium {a,"}, e with u,[ {2, }yen ] > 0 for
some h’€H. {x,},cx is pure Nash accepted if there is Nash acceptance, with a,(w) = Oor 1,
for all h€EH, wED". {x,},ey is common knowledge accepted if there is pure Nash acceptance
with {& | a’(w) = 1} a public event. {x,},cx is unconditionally accepted if there is common
knowledge acceptance with a’(w) = 1, for all wEQ".

The difterent acceptance rules are discussed in the main text.

A2 Contracting rul

{X:}nen is feasible if By ey x,(w) < 0, for all wEQ.

{x:}nen is implementable if there exist message spaces {M,}, ¢, message reporting distributions,
{0:}ren, Where a,(.|t) is a probability distribution over agent h’s message space M,, and a

feasible bet {y,}.cu, depending only on verifiable events and messages, such that:-

x’,({toq n- Z { H aj’(mjlltkl) 5(4»”1)

meM\y/eq

with the {0}y chosen optimally [the exact meaning of this only becomes clear once an
acceptance rule is chosen].

{xu}nen is public if each x, is measurable with respect to the join of public event [M] and
verifiable events [Q].

{x:}ren is verifiable if each x, is measurable with respect to the partition of verifiable events
[Ql.
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A mbinin 1 n 1

Four acceptance rules and four contracting rules give sixteen potential solution concepts.
But if we are asking about existence (e.g. does there exist an implementable bet with pure Nash
acceptance?), and if contractual rules are rich enough, the acceptance rules don’t matter. By
definition, if bet {x,}, ey is unconditionally accepted, it is Nash accepted. But it is also the case
that if there exists a feasible bet with Nash acceptance, then there exists a feasible bet with
unconditional acceptance (proved as result 1 below). Similarly, by definition, if implementable
bet {x,};eq is unconditionally accepted, it also Nash accepted. But if there exists an
implementable bet with Nash acceptance, then there exists implementable bet with unconditional
acceptance (proved as result 2 below). If there exists a public bet with common knowledge
acceptance, then there exists a public bet with unconditional acceptance. The table below shows
how the sixteen candidate solution concepts reduce, for existence questions, to six. The three
cases with stars (*) are those considered in the main text. The examples in section A4 show
that there is a difference between the conditions for existence of public and verifiable betting
under the different acceptance rules.

Nash Pure Common Unconditional
Nash Knowledge
Unrestricted
Feasible Unrestricted Betting*
Implementable
Feasible Incentive Compatible Betting*
Public Nash Pure Common Knowledge
Feasible Public Nash Public Betting*
Betting Public
Verifiable Betting Unconditional
Feasible Verifiable
Betting

Result 1 Suppose there is Nash acceptance (with strategies {a,},ex) of bet {X,}yey. Then there
exists a feasible bet {x,’},ex With unconditional acceptance.

Proof We know, by optimality of agent h’s strategy in Nash equilibrium, that

Y e (0xw) >0 = g(w’) -1 V heH, v*eQ*

wePy(0")
p) .)n p@)a_(0)x(w) <0 = g 0*) =0 where a_y(w) = [] adw)
Q@EP (o Avk
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We know by Nash acceptance that Eyey E,eoe mo(@) a(w) x,(w) > 0

Now define {x,"},ex by x,"(w) = a(w) x,(w), for all wEQ". Each agent h is prepared to
unconditionally accept {x,},en, since

Y m@)xw) 20 if g -1
@eP(e”)

Y n(0)x(w =0 if a0) <0
@EP(0)

and ¥ Y m(0)x(w) = JEH ¥ x(w)a(w)x(w) >0

hely,eq® wel*®

Result 2 If there is Nash acceptance of an implementable bet, then there is unconditional
acceptance of a "truth-telling" implementable bet.

Thus this result is a statement of the "revelation principle” with the twist that we show
Nash acceptance is equivalent to unconditional acceptance.

Proof There exists a game described by a set of messages {M,}, ey and a feasible bet depending
only on verifiable events and messages, {y,},ey- Write M = M, x.. x My; now each y,: Q x

M — R, with the sum of the y, less than or equal to zero. Each agent’s strategy consists of his
message reporting rule, o,, and his acceptance rule, a,. Agent h’s utility is:-

uh({apogll,ey) - Z 2 Z W;({t’q}){n Ul,’(mh’ltj')}a({t»q})yb(Qﬂ)

q€Q tT meM 143

If there is Nash acceptance of an implementable bet, then there exist {a,’, 0, },ex such that:-

[1] #,[{ay,0 3 el 2 1{@0 0000 es] ¥ (@0, * (31,00
21 Y ul{a;.04,c >0
heH

Now let x;({tq}) = ¥ {1‘[ o,.(m,./lt,,/)}a({t,q})y,.(q.m)
meM\x'cH
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For this new bet, we can set M, = T,, g,(t,]t)) = 1 and a,(t,) = 1 for all t,, and then there is

unconditional acceptance.

A4, Examples: differen les for li verifiabl

In example A1, there is an incentive compatible bet as shown, but no public bet with

Nash acceptance.
Example A1 Q° = {a,b,c,d}
Q =({abcd})
x, = {1/6, 1/3, 1/3, 1/6}

.
21 = ( {a:b}v {C,d} ) Bz
X = ('19 19 19 '1) Xz

In example A2, there exists a public bet with Nash acceptance as shown, but there no
public bet with pure Nash acceptance.

{1/3, 1/6, 1/6, 1/3}
({a c} {b d})
{, 1, 1)

Example A2 0° = {a,b,c,d,e}
Q = ( {a,c’e}’ {b’d} )
7, = {3/8, 1/8, 1/8, 1/4, 1/8} =, = {1/8, 3/8, 1/8, 1/4, 1/8}
—P-l = ( {a’b,e}’ {c’d} ) -22 = ( {a’b’c}’ {d’e} )
a = {1, 1, 12, 112, 1} n={1, 1,102, 1/2}
% = {-1, 1,1, 1, -1}

x,={1,-1,1,-1, 1}
In example A3, there exists a public bet with pure Nash acceptance as shown, but no
public bet with common knowledge acceptance.

Example A Q° = {ab,c,d}

Q = ({a.c}, {b,d})
x, = {1/6, 1/3, 1/3, 1/6} = {1/3, 1/6, 1/6, 1/3}
P, = ({a,b}, {c,d}) Ez= ({a,b,c,d})
=(1,1,0,0) a = (1, 111)
x = (1, -1)

x =(¢11,-1,1)
In example A4, there is a verifiable bet with common knowledge acceptance as shown
but there is no verifiable bet with unconditional acceptance.

Example A4 0° = {a,b,c,d}
Q = ({ac}, {b,d})
= {16, 113, 13, 1/6}
Bl = ( {a,b}9 {c,d} )
=(1,1,0,0
X = ('l? l, 'l’ 1)

113, 1/6, 1/6, 1/3}
{a b},{c,)d} )
.1, 1,-1)

& pea

’.\A/"\“
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Chapter III

THE VALUE OF MISINTERPRETED INFORMATION

Blackwell proved a remarkable theorem showing an equivalence between decision
theoretic and statistical notions of informativeness®. Suppose you face a decision problem and
you have a choice between two "experiments” to observe. An "experiment” is a distribution
of signals correlated with payoff-relevant uncertainty. Experiment 1 is said to be more valuable
than experiment 2 if, for every decision problem, you would choose experiment 1 over
experiment 2. Blackwell showed that experiment 1 is more valuable than experiment 2 if and
only if experiment 1 is a sufficient statistic for experiment 2, i.e. if experiment 2 could have
been generated by adding noise to experiment 1.

Blackwell supposed that beliefs are correctly (i.e. Bayesian) updated after observing the
experiment. I will be concerned with the case where agents’ beliefs after observing the
experiment are not necessarily correct. The concluding chapter V has a discussion of the
axiomatic basis for such assumptions. It is still possible to characterize an agent’s ex ante
utility, for a given decision problem, where he chooses optimally given his (incorrect) beliefs.
I show (in theorem 1 of section 2) that a linear algebraic condition called "sufficiency in
differences” is the necessary and sufficient condition for one experiment to be preferred to
another. I give a couple of interpretations of this condition: one is that the difference between
the true distributions under the two experiments could have been derived from the difference
between two other experiments, where the preferred experiment has correct beliefs and is
sufficient for the second. I show how this specializes in the case of rationally interpreted

experiments to Blackwell’s Theorem. Another question of interest is when some (possibly

60. Blackwell (1951); see also Cremer (1982) and Laffont (1989).

58
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misinterpreted) information is better than no information. An experiment is better than no
experiment if and only if beliefs are reconcilable with the true distribution. Beliefs are
reconcilable if they look like a noisy version of the true distribution.

One natural way to model agents who make mistakes has been introduced into the
literature by generalizing the notion of partition information®. Agents® beliefs may be
represented by a mapping from the set of states of the world to subsets of the set of states of
the world, but without requiring that the mapping satisfies the usual partition property.
Geanakoplos (1989) has proved a remarkable Blackwell’s theorem type property for such
"possibility correspondences” (PCs): a possibility correspondence is preferred to a courser
partition if and only if the possibility correspondence satisfies three natural properties: non-
delusion (the true state of the world is always considered possible); "knowing that you know"
(if you know that an event has occurred, you know that you know); and nestedness (at any two
states of the world, either you know strictly more in one state than the other, or else possible
states at the two states are mutually exclusive). In section 3, I show how Geanakoplos® result
can be obtained and generalized to comparisons of any pair of non-deluded PCs by considering
possibility correspondences as a special case of the framework of section 2.

The presentation thus reverses the order of research, which started from a desire to
understand Geanakoplos’ result. More important than the extensions of the PC results is the
introduction of a dual framework for analyzing agents who make mistakes. Multipliers of the
non-existence conditions have interpretations as probabilities. This dual approach is closely
related to Shin’s (1989) dynamic representation of Geanakoplos’ conditions for ranking

informativeness. The parameters of Shin’s dynamic representation are in fact multipliers of the

61. Bacharach (1985), Brandenburger, Dekel and Geanakoplos (1989), Rubinstein and Wolinsky (1990),
Samet (1990), Shin (1987, 1989).
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dual representation. Thus while Shin showed that his dynamic representation was equivalent
to the logical properties of PCs which Geanakoplos showed are necessary and sufficient
conditions for ranking informativeness, I give a direct argument showing that dynamic
representation is the necessary and sufficient condition.

But the discussion thus far skipped a critical problem. There may exist many optimal
decision rules, for a given decision problem and given beliefs. If beliefs are rational, this
presents no problem: any of the optimal decision rules would give the same ex ante utility.
This is not true if beliefs are not rational. Alternative criteria for ranking experiments arise
depending on whether an experiment must have higher ex ante utility for all or only some
optimal decision rules; whether the same action must be taken at the same signal in different
experiments; whether we require higher ex ante for all, or just for "almost all", decision
problems. Section 1 defines the different orderings but identifies a single natural ordering to
study in the rest of the chapter. Readers prepared to take on trust the ordering used in sections

2 and 3 can skim section 1.

1 rdering Experimen

This section introduces a variety of ways of ordering experiments when agents make
mistakes processing information. There is an ambiguity in defining the value of an experiment
because different optimal decision rules may lead to different ex ante utilities. Note that this
problem does not arise when agents interpret information correctly, because while there may
be many optimal rules for a given decision problem, each will lead to the same ex ante utility.

The different orderings introduced in this section constitute different ways of dealing with that
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ambiguity. The results of this section are proved in the appendix, partly because it is natural
to prove them in a very different order than they are presented.

There is a finite uncertainty space, @, with "known", strictly positive®, prior
probability distribution, x, over states. A "decision problem” consists a finite set of actions A,
and a utility function, u: A x @ -~ R. Thus a decision problem 6 = [u,A] and we write A for
the set of all decision problems. There is also a signal space ¢ = [S, ], where S is a finite

- set of signals and (. |s) gives beliefs on Q, conditional on observing signal sES. Finally, 8
is an experiment, where §(.|w) is a probability distribution on S, conditional on w. It is
notationally convenient to think of ¢ as fixed i.e. that different experiments involve distributions
over the same set of signals. This entails no loss of generality: for any pair of experiments,
let S include the union of the sets of signals observed under the two experiments. In this way,
all information about the experiment is captured in the distribution 8. Crucially, it is not

assumed that the experiment is "rational” in the following Bayesian sense:-

Definition Experiment § is rational if and only if:-

n(@) Bslo) = y(ols) Yo =n() BGlo)  V seS, wel
o'en

1.1 Simple Orderin

I proceed by analogy to the case with rational beliefs, where experiment 8 is preferred

to experiment §° if ex ante utility under experiment § is higher than ex ante utility under

62. This assumption is without loss of generality; we could simply ignore zero probability events in
what follows.
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experiment 3°, given that agents make optimal decisions conditional on the signals they observe.

Define the set of optimal decision rules for decision problem é by:-

F@3) - { £:5-A | Y v(@l9) ulf(s)0] 2 Y, v(ols) ula,0] VaeA}

weQ @€eQ

Now a problem arises in defining a partial ordering for the value of experiments:

different optimal decision rules will give different ex ante utilities. Thus define:-

v’[B,8] - max{E Y n(w) BGsiw) u[f(S).@]}

JeF(d)) wel seS

v[B,3] - mm{E Y ®(0) BGlw) u[f(s),w]}

JeF)| wel se$

For most 3, there exist & where v° strictly exceeds v.. To be precise, I have:-
Result 1 v’[8,8] = v.[B,8], VY 6EA, if and only if § is rational.
If beliefs are not rational, there are four natural ways of ranking experiments by value:-

Definitions

[1] 8 is "always preferred” to 8 (8 x, ) & v.[8,8] = VI[8',5], VOEA.
[2] 8 is "upper preferred” to 8’ ( 8 =, 8) & V'[8,8] = VI[8',8], VOEA.

[3] 8 is "lower preferred” to 8’ ( 8 >, §) @ v.[8,8] = v.[8’,8], VOSEA.

[4] B is "sometimes preferred” to 8’ (8 =, §°) @ V'[8,8] = v.[8’,6], VOEA.
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Result 2 notes a few properties of the orderings that we may wish to take into account

in deciding which to study:-

Result 2 (@) f=p=fF=xFadfxp.
@) B=Forfxf=62F.
(iii) =, =, =, and 2, are all transitive®.
(iv) =, 2 and 2, are reflexive®,
(v) B =, B if and only if 8 is rational.
(vi) If B is rational, 8 =, '’ @ B>, B and > ' & =, B

(vii) If 8’ is rational, § =, 8’ @B x and B 2, 8’ B 2, L.

x, is the easiest to study mathematically, because we ask a single existence question
(does there exist any decision problem and any pair of optimal decision rules for which ex ante
utility under one experiment exceeds another?); for example, Geanakoplos (1989) uses >, for
possibility correspondences. But it has the bizarre property that an experiment is at least as
good as itself if and only if the experiment is rational. The following two examples illuminate
the differences between the orderings. Suppose @ = {w,, w,}, *# = (1/2, 1/2), S = {s;, s, 8,},
and y(w|s) = 1/2, v sE€S, wED. Now consider §,, a completely uninformative experiment:
Bo(Solw) = 1, for w=w,,w,; and B,, an experiment which in fact reveals the true state of the

world (w, or w,), but which is treated as uninformative: 8,(s,|w,) = B8,(s;|w) = 1, B,(s;]w,)

= By(s2]wy) = 0.

63. 2 istransitiveif 3 =5’ and B’ = 3" = B = B".

64. =x is reflexive if B = 3, for all B.
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It can be shown that:-
Bo = Bo Bo =, B Bo = Bo Bo =, Bo
B & B B = B B = By B: z, B
Bo & B Bo & By Bo = B, Bo 2, By
B . Bo By = Bo B & Bo Bi = Fo

To see why, consider 6 = (A,u), A = (a,, 3y, u(a;,,) = 1, w(a,,w,) = -1 and u(a,,w)
= (, for ® = w,,w,. Then all decision rules are optimal (the expected payoff is zero, for all

three signals, for any action). Therefore, v'[8y,6] = v.[8,,6] = 0, v'[8,,6] = 1, v.[8,,6] = -1.

The examples make clzar what is in fact a more general property: ambiguity between
the different orderings depends on particular decision problems where agents take different
actions after observing signals with the same posterior beliefs. In section 1.2, I show the effect
of requiring decision rules to take the same action at the same signal in the comparison of
;experiments. In section 1.3, I show the effect of requiring one experiment to be better only for

"almost all" decision problems.
1.2 Joint orderin i labellin

The reason why g, &, 8, in the example above, is that the definition allows the agent
to take a different action conditional on observing the same signal. Suppose instead that the
optimal decision rules required the same decision, conditional on the same signal (although note

that, for now, there may be many signals, s, with the same beliefs, y(.|s)).
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Definition
[1] B is "always jointly preferred” to 8’ (8 =, B8°) if

Y Y (o) BGlo) ulf(s)e] 2 Y Y, n(w) P'slo) ulf(s)0] V SeA, feF(3)

weQ 3€§ wel 265

[2] B is "sometimes jointly preferred” to 8° (8 >, §) if

Y X w@) BGlo) slfis)el 2 ¥ Y w(0) plsio) ulf(s)0] V €A, for some.

wen 3§ weR se8

Result @D =B =828
() B8 =F=F andf %
(i) B 28 =B = 6.

(iv) >, and 2, are transitive and reflexive

The joint requirement doesn’t change 2,, but weakens =, so that >, is reflexive. But
we can go a step further, by requiring that the same action must be taken any time (in either
experiment) posterior beliefs are the same. This perhaps excessive assumption also reduces
ambiguity. The easiest way to model this constraint is to assume that S cannot contain more

than one signal with the same beliefs.

Definition o satisfies no irrelevant labelling if y(w|s) = y(@|s’), VwEQ = s=s’.

Result 4 If o satisfies no irrelevant labelling, 8 =, 8’ @ f ;8 @fx, @B 5 &6,

s
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Thus if we are prepared to restrict attention to experiments on signal spaces where any two

signals with the same beliefs are the same, then all orderings other than >, are equivalent.

1 neric preferen

An alternative approach to the ambiguity in ordering experiments would be to consider
when one experiment is preferred to another for "almost all” decision problems, since the
ambiguity rests on apparently non-generic decision problems where there are multiple optimal
decision rules. Below I give two different ways of excluding "special cases" where ambiguity
arises: first, I simply exclude those decision problems where there is ambiguity about the ex
ante value of the decision problem under either experiment; second, I require that for every
decision problem, there is some other decision problem arbitrarily close where the preferred

experiment always has higher ex ante utility.

Definition

[1] B is "well-defined preferred” to 8’ (8 »,, §°) if and only if v.[8,6] = v°'[8’,6] V &, such
that v’[8,6] = v.[8,6] and v’[5’,6] = v.[8’,8], i.e. for all § such that ex ante utilities are under

f and 8’ are well-defined.
[2] B is "generically preferred” to 8’ (8 >, §’) if and onlyif Ve > 0, V& = (u,A) € A, there

exists 6’ = (w’,A) € A such that | u(a,w) - W’@Q,w) | < ¢ VaEA, wEQ, and v.[5,6'] =

v'[g,8’]
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ResultS B %8 © =8 © 28

Note that it doesn’t matter in the definitions >, and >, above if the "always preference”

requirement is replaced by upper, lower or sometimes preference.

Results 1 through 5 give the relationships between the orderings. In the appendix, I
give examples demonstrating that these results were exhaustive. For the rest of the chapter, I
will assume no irrelevant labelling and say £ is preferred to 8° [8 > §8’], without qualification
or subscript if 8 >; §° (or, equivalently, 8 >, 8’, 8 2,8, 8 =, 6, B =, B’ or 8 >, f°). But
it should be understood that the results generalise to equivalent problems with irrelevant

labelling when > is understood to mean (equivalently) >,, >, or x,.

2. The value of misinterpreted information

I will proceed straight to giving the main result and then consider more special cases.

Definitions
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m¢-{¢:sm~n|22 ¢(s,¢.>)-1} D-{d:S-RJ%d(s)-l}

w€eQ se§

e - {e: 52 - R, 1Y 66ss) - 1, Vses}
ses

Experiment 8 is sufficient for 8’ if and only if there exists a Markov process 6 € © such that
B'Gslw) = Y 0(,5) B(s'l@) V seS, weQ
g8
Thus 8’ is a noisy version of experiment 8.
Experiment g is sufficient in differences for §° if and only if there exist a non-negative constant
kER,, a probability distribution on S, d€ED, a Markov process €O and a "pseudo-
probability” distribution ¢ €®, such that:-
n(w) B(slw) = k d(s) y(wls) + (1-k) d(s,0)
and ~w(w) P'(slw) - k Egd(S’) 0(s,9) y(wlsh) + (1-B) ¢(s,0), V s€S, weQ

I have two interpretations of sufficiency in differences. First, 8 is sufficient in
differences for 8’ if and only if there exist experiment 8.’ and rational experiment 8. which is
sufficient for 8.’, such that the difference between § and 8’ is proportional to the difference
between 8. and §.’. To see why this is true, consider rational experiment 8., where #(w)
Bu(s|w) = d(s) y(w|s) V SES, wEQ, and experiment B.’, where z(w) B.’(s|w) = I, d(s’)
6(s’,s) y(w|s’). Now the difference between 8 and g8’ is proportional (with factor k) to the
difference between S. and 8.’, and 8. is sufficient for 8.’.

Secondly, consider the case where k < 1 and ¢ is non-negative. Now the condition
says that the true distribution of signals § is a convex combination of that generated by a

rational experiment (with d(s)) and an "irrational” distribution ¢. S’ is the convex combination
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with the same weights of a noisy version of the rational experiment and the same "irrational"

experiment. But we must allow also for k > 0 and sometimes negative ¢.

Theorem 1 B is preferred to 8’ if and only if § is sufficient in differences for §°.

Claim1l 8 =8 & Ax: S x Q- R such that:-

Y vl x(5,0) 2 Y v(ls) x(,0) Vss'es

weR ©el

Y ¥ n(0) BEslo) xs,0) < ¥ Y n(w) p(slw) x(s,0)

wel se8 WER g8

Proof of claim 1 If there exists such an x, consider § = (§,x), i.e. the decision problem where
the set of actions equals the set of signals and utilities are given by x. But then f(s) = s is an
optimal decision rule under which the ex ante utility of 8’ is higher than 8. On the other hand,
suppose there exists 6 and optimal decision rule f showing that 8 > 8’ is violated. Then let

x(s,w) = u[f(s),w] and x must satisfy conditions above.
Claim 2 8 = 8’ o there exists \: S?- R, such that:-
7(0) Bsiw) - m(@)P'sle) = ¥ {A(ssHy(wls) - AGE,9DY(0ls)) VY seS, wel

s'es

Proof of ¢laim 2 By Farkas’ Lemma from claim 1.
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Proof of theorem 1 Now if there exist A satisfying claim 2, then any (k,d,6,9) satisfying

k=YY Assh kd(s) = Y AGs,s) kd(s)0(s,s") = A(s,s")

3€8 Jeg ses

(1-Bd(s,0) - n(w)B(slo) - kdE)y(wls) V weQ,seS
satisfy conditions for sufficiency in differences. Conversely, if there exist (k,d,0,¢) satisfying
conditions for sufficiency in differences, then A(s,s’) = k d(s) 6(s,s’) will satisfy conditions of

claim 2.

Theorem 1 is applied to certain special cases below - where one or both experiments
are rational (corollaries 1.1 - 1.3) and where §’ is uninformative (corollary 1.4). Proofs are

in the appendix.

Corollary 1.1 (Blackwell’s Theorem, 1951). If 8 and 8’ are rational, 8 is preferred to 8’ if

and only if § is sufficient for §°.

Blackwell’s theorem is proved from two corollaries which also strengthen the result:-
Corollary 1.2 If 8 is rational and 8 is sufficient for 8°, then § > §’.

Corollary 1.3 If 8’ is rational and 8 > 8, then 8 is sufficient for 8’.
Definitions For any signal space ¢ = [S, ] with no irrelevant labelling, write s, for the

(unique) signal with y(w|s,) = 7(w), V wE Q. Now the zero (or uninformative) experiment 3,

satisfies By(solw) = 1, V0 ENQ.
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Definition Experiment § is reconcilable if there exist k € (0,1], ¢ € R, , a,d,p € D and

6 € O such that

n(@){kB(slo) + 1-Ba@)} = pE)y(wls) + C{d(S)v(QIS) - Ed(s')ﬁ(S',S)v(wls’)}
Jes

Notice that beliefs are an average of the true distribution of signals 8, the zero signal
and a noisy version of beliefs. This property was discussed in chapter II and is closely related

to Shin’s (1989) "dynamic representation”.

Corollary 1.4 Experiment 8 is preferred to the zero experiment (8,) if and only if 8 is

reconcilable.
Possibili T nden

A possibility correspondence is a mapping P: @ - 29/{@} with the interpretation that
Q is a (finite) set of states of the world and P(w) is the set of states that are thought possible
when the true state is w. Recent work® has examined agents whose information can be
represented by such possibility correspondences, but who do not necessarily satisfy the full
rationality entailed by partitions, i.e. the requirement that P(w) = {’€Q | P(w’) = P(w)}.

Qbserving such a possibility correspondence is a kind of experiment:-

Definition Experiment 8 with signal space ¢ = [S,v] is decision theoretically equivalent to

possibility correspondence P if and only if

65. See references in footnote 61.
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r_ﬂ.@)_, ifwes

1S - 2%} [ v(ols) - 3o ™) Bl Bisle) - {" s= @)

. 0, otherwise
0, otherwise

Notice that there is no irrelevant labelling by construction. I will use results of the
previous section to derive and extend Geanakoplos® informativeness result for such possibility

correspondences. First, I note the appropriate analogues to the ordering of section 2:

A decision rule f: S — A is optimal if T ¢, 7(w) u[f(s),w] = I ¢, 7(w) ula,w], YSES, a€A.

P > P’ if for every decision problem 6 € A, and every optimal decision rule fEF[6],

Y n(@)ulf(P(@)),0] 2 Y n(w)elf(P'(v)),0]

wel weQ

The main result of this section (theorem 2) will be given in terms of logical, not linear

algebraic, properties. I will use the following:-
Definition The disagreement set of two PC’s is the set of states where beliefs differ, i.e.
LE,P) = {0ER | P@) # P'(@) }

Clearly, only behaviour on the disagreement set will matter in comparing PCs.

Definition P is "non-deluded” [with respect to E] if w €EP(w) Y wEQ [V w EE]

Non-delusion requires that the true state is always thought possible.

Definition P satisfies "knowing that you know" (KTYK) [with respect to E] if o’ €P(w) =

P(’) € P(w) V€ [VwEE]
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"Knowing that you know" requires that if you know that something is true, then you
know that you know. Shin (1987) showed that non-delusion and KTYK are the necessary and

sufficient conditions for knowledge to represent provability from a set of axioms.

Definition P satisfies "knowing that you don’t know" (KTYDK) [with respect to E] if »’ €P(w)
= P(w’) 2 P(w) V€D [V wEE]
"Knowing that you don’t know" requires that if you don’t know that something is true,

then you know that you don’t know.

Definition P is "nested" [with respect to E] if P(w) N P(w’) = &G, P(w) or P(v’), YV 0,0’ €Q
[V w,0’ €E]

Nestedness requires that at any two states of the world, either you know strictly more
in one state than the other, or else information sets at the two states are mutually exclusive.
Geanakoplos (1989) showed if a PC is non-deluded and nested, it is as if the agent has had a

list of propositions revealed to him, but he only remembers up a certain point in the list.

These properties can be seen as absolute requirements on the rationality of a single
possibility correspondence (see Geanakoplos (1988) for a discussion). Three properties for the
comparison of possibility correspondences will be important. First, the partition concept of
refinement generalises to possibility correspondences:-

Definition P refines P’ if and only if P(w) € P’(w), V wEQ.

Sufficiency was a key property is the previous section. This translates in the PC case

to:-

Definition P is sufficient for P’ if P(w’) = P(w) = P’(v’) = P’(w), V 0,0’ €N,
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I will require a third distinct comparitive property:-

Definition P reduces P’ [with respect to E] if w’ €P(w) = P’(w’) = P(w), V wEQ [V wEE].

To see the relation between these properties, consider, for any possibility
correspondence P, its rational partition counterpart, P., defined by Ps(w) = { '€} | P(0’) =

P(w) }. Then the following properties all follow from the various definitions above:-

Result (i) P refines P. if and only if P satisfies KTYK and KTYDK
(i) P. refines P if and only if P satisfies non-delusion
(iii) P is sufficient for P’ if and only if P. refines P.’
(iv) P reduces P’ if and only if P refines P,’
(v) P refines P’ implies P reduces P’ if and only if P’ satisfies KTYK and KTYDK
(vi) P reduces P’ implies P refines P’ if and only if P’ is non-deluded
(vii) P reduces P’ implies P sufficient for P’ if and only if P is non-deluded
(viii) P sufficient for P’ implies P reduces P’ if and only if P satisfies KTYK and

KTYDK

Now I can state the main theorem of this section, which is somewhat stronger than

theorem 1 of Geanakoplos (1989)%.

66. Geanakoplos proved that if P’ is a partition and P refines P’ then P > P’ if and only P satisfies non-
delusion, KTYK and nestedness. His proof is a direct argument by induction, rather than using the dual
method of theorem 1. It can easily be extended to give theorem 2.
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Theorem 2 If P satisfies non-delusion, KTYK, nestedness and reduction of P’, all with respect

to L(P,P’), then P > P’. These conditions are necessary for P > P’ if P refines P’ or if P’ is

non-deluded.

The proof is given in the appendix. It consists of showing that the linear algebraic
properties of theorem 1 are equivalent in the PC case to the logical properties of theorem 2.
It is related to a proof in Shin (1989). I note also the analogues to the corollaries of the

previous section:-

Corollary 2.1 If P and P’ are partitions, P = P’ if and only if P is sufficient for (equivalently,
refines or reduces) P’.
Corollary 2,2 If P is a partition and P is sufficient for (equivalently, reduces) P’, then P = P’.

Corollary 2.3 If P’ is a partition and P > P’, then P is sufficient for P’.

The analogue to the empty or uninformative experiment is the uninformative possibility

correspondence, Py(w) = 02, Vw€ENQ.

Corollary 2.4 P = P, if and only if P satisfies non-delusion, KTYK and nestedness.

Theorem 2 does not give complete necessary and sufficient conditions for one PC to be
preferred to another. Of course, theorem 1 gives such necessary and sufficient conditions and
covers the PC case, but can the linear algebraic conditions of theorem 1 always be translated
into the kind of logical properties of theorem 2? The rest of this section explores that question,

and gives (inconclusive) arguments why it might not be possible.
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The first question must be whether the sufficient conditions of the theorem are also
necessary, even when P’ is deluded and P does not refine P’. The following example shows

that this is not the case.

P(a) = {a,b} P’(a) = {b}
Q = {a,b,c} P®) = {a,b} P’'b) = {c}
P(c) = {b,c} P’(c) = {a}

P > P, even though P does not satisfy KTYK, nestedness or reduction of P’ w.r.t.
L(P,P’). Note that P’ is deluded and P does not refine P’, so the example does not contradict
theorem 2. I give an argument showing why P > P’, which is rather suggestive; consider the

following PC’s:

P(a = {a,b} R/(@@) = {b} R;(a) = {b} Ry@) = {b} P’(a) = {b}
= {a,b} R,(b) = {b} R,(b) = {b,c} Ryb) = {c} P’®) = {c}
P(c = {b,c} Ry(c) = {b,c} Ry(c) = {b,c} Ry(c) = {c} P’(c) = {a}

Corollary 2.3 below shows that P > R, =R, = R, > P’. Here is a sequence of simple
alterations, each of which makes ex ante utility worse under optimal decision rules, which
explain, by transitivity, why P > P’,

More generally, say that P is a "simple alteration” of P’ (P « P’) if and only if P(w)
= P(w’) and P’(w) = P’(»’), V w,w’ EL(P,P’). A simple alteration only makes one qualitative
change in the PC. In the above example, P « R, +» R, @ R, «» P’. When is it the case that a

simple alteration is improving (as in that sequence)?

Corollary 2,5 If P P’, then P > P’ if and only if either P(w) = L(P,P’) V wEL(P,P’) or

P(w) = P’(w) U L(P,P’) and P’(w) N L(P,P’) = ¢, Y wEL(P,P)

In words, a simple alteration is improving only if the disagreement set L(P,P’) is

replaced in the simple alteration with either the true information set [L.(P,P’)] or, if beliefs on
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L(P,P’) were always deluded in P’ [i.e. P’(w) N L(P,P’) = O], with the union of the old
information set and the true information set. Will there always be a sequence of simple

alterations, as in the example above, which explain why one PC is preferred to another?

Corollary 2.6 If P’ is non-deluded, or P refines P’, and P > P’, then there exists a sequence

of PCs, R,,.. ,R), suchthatP >R, .. =R, 2P’and Pe R, .. R, & P,

Unfortunately, this argument also does not extend to general P’, as the following

example shows:-

P(a) = {a,c} P’(a) = {b}
Q = {a,b,c} P®) = {a,b} ") = {c}
P(c) = {b,c} P’(c) = {a}

P > P’ but there does not exist (R,,.. ,R) such thatP >R, =.. 2R, 2 P’and PR, &, &

R, » P'S,

67. This is closely related to Geanakoplos’ (1989) "memory property” result.

68. For any 6€ A, and any optimal decision rule f,
ulf( {a,c} ), a] + ulf( {a,c} ),c] = ulf( {a} ), a] + u[f( {a} ), c]
u[f( {a,b} ), a] + ulf( {a,b} ),b] = u[f( {b} ), a] + u[f( {b} ), b]
u[f( {b,c} ), b] + ulf( {b,c} ),c} = ulf( {c} ), b] + u[f( {c} ), c]
u[f( {a} ), a] = u[f( {a,b} ), a]
“[f( {b} ), bl 2 u[f( {b’c} ) b]
u[f( {C} hel2 “[f( {3,0} ), ]
Summing the six inequalities gives:-
ulf( {a,c} ), a] + ulf( {a,b} ),b] + u[f( {b,c} ),c] = u[f( {b} ),a] + ulf( {c} ),b] + ulf( {a} ),c]
All sequences of improving simple alterations from P’ can be constructed to show there does not exist
one that reaches P,
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Thus an obvious way of translating the linear algebraic properties of theorem 1 to
logical properties, for all possibility correspondences, fails®. Part 3 of the appendix gives

some additional results which extend theorem 2, but are still not completely general.

4 nclusion

In this chapter, I have identified necessary and sufficient conditions on experiments to
rank even misinterpreted information, and related it to earlier results for possibility
correspondences. The value of information is a natural starting point for examining agents who
make mistakes processing information. But it is also a question with many important economic
applications, e.g. Holmstrom (1979). Geanakoplos (1989) showed that "speculation” can occur
only if misinterpreted information is not more valuable than no information. The relation to
this work is discussed in the next chapter. In any environment where there is one-sided
asymmetric information, the higher ex ante value of "more"” information is usually being

implicitly used.

69. However, I do not know of examples where P > P’ and the multipliers of the necessary and
sufficient linear algebraic conditions (see property A in proof of theorem 2 in appendix) are not zeros
and ones. This suggests that a translation may exist after all.
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1: proofs
section 2

Result 1, If beliefs are rational, I ¢o w(w) B(s|w) ulf(s),w] = k(s), for some k, all 6EA,
fEF[0], therefore v*[8,8] = v.[8,8]. If beliefs are not rational, then there exist s*,«", such that

Y(©°Is?) Y (o)) B(s'l0) > n(w®) B(s’le®)

oed

Now let 6=(A,u), A = (3,,3), u(@a;,") = 1 - y(’,s"), u(@,,0w) = - y(",s") Yo#w’, u@a,,w)
= 0 vwE€Q. Cbserve that either a, or a, are optimal given s°. For any fEF[§], consider
f,,f, EF(8), where f,(s") = a, and fi(s) = f(s) Vs#s", and f,(s*) = a, and £,(s) = f(s) Vs #s".
Now

VB8l 2 Y Y w(0)BGlw)uifs),0] > 3 T wiw) Blslw)uli(s),w] = v.[p,3]

weN s€§ e 365

Result 2. (i), (ii), and the transitivity and reflexivity of >,, >, and , in (iii) in (iv) follow
directly from the definitions of the orderings and v’[8,8] = v.[8,6], V 6EA. The transitivity
of 2, in (iii) is implied by result 4 below, since >,; is clearly transitive. (v), (vi) and (vii) are
consequences of result 1.

Resuit 3. (i), (iv) and 8 »,; " = B =, § in (jii) follow from definitions. £ >, 8’ =8 2, §’
follows from result 5: 8 >, 8’ = g x,; §’ by the same argument as 8 >, 8’ = 8 =, 8’. A proof
that 8 >; 8’ = B8 =, §’ follows. An exactly symmetric proof shows that § >, 8’ = 8 >, 8’ and
thus (ii).

Proofthat 8 >, 8" =0 > @’
B &, 8’ = there exists 6€ A, fEF(5), such that
Y 3 n(w)Bslw)ulf(s),0] - vIF,8] > vi[B,3] 2 Y ¥ n(w) B(slw)ulf(s),0]

WER se§ wen ses

SopB ¢ B

Result 4. Note that given results 2 and 3, it is sufficient to show that, with no irrelevent
labelling, 8 2, §° = § 2,; §°. The only proof I have uses the dual characterization of the
necessary and sufficient conditions for each result and shows that, under "no irrelevant
labelling”, they are equivalent.
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Suppose 8 =, 8’. Then there does not exist x: SxQ — R such that:-

Y v(0ls) x(s,0) > ¥ v(ols) x(s' @) V ss'eS

wel el

Y 3 m(0) BGslo) Hs,0) < 3 Y n(w) p(le) x(s,0)

weQ g8 WEQ g8

(note the strict inequality in the optimality constraints).
Therefore, by Farkas’ Lemma, there exist k = 0 and A: S —» R, not all zero, such that:-

kn(w){B(slw) - B'(slw)} = :‘: {Asshy(ls) - AG,9)v(0lsh}  V seS, weQ
e

Now suppose 8 ¢,; °. Then there do not exist (k,\) satisfying the above conditions with k >
0 (by theorem 1). So there exist A\: S~ R, not all zero, such that

Y {(As,shv(0ls) - A, 9)v(elsh = 0}V seS, we
ses

This requires y(w|s) = y(w|s’) VwEQ, for some s#s’, s,s’ES. But this contradicts no
irrelevant labelling.

Result 5. 8 2, 8’ = B =, 8’ follows from definitions. Therefore it is sufficient to show 8 =,,
F=pxf andB2, B =>62p6.

first, let m(9) be the minimum change in expected utility required to make a non-optimal
decision rule optimal:-

m(8) =  min {E y(@}s) ulf(s),e] - Y v(ols) u[g(S),m]}

3€5fcF(8).8¢F(3) |wen weQ

proofthat 8 >, 8’ =8 > §’. Supposef§ =, §’. For any 6=(A,u), let N = #A, and label the
actions 1 to N and let n(a) be the label of action a. For any >0, let 8 =(A,u’) with u’(a,w)
= u(a,w) - (1/2) [n(@)/N] min (e,m); notice that F(5) is a singleton, and therefore has a well-
defined ex ante utility; therefore v.[8,6°] = v'[8,8'].

proofthat 8 > 8 = 8 > @’. Suppose § &, B’. Then there exist 6€ A such that v.[5’,] -
v’[8,8] = ¢ > 0. Consider 0 < e < (1/2) min (m(8),c). Now, for any 8’ = [A,u’] such that
| u@,w) -v’'@,w) | < eVaEA, wEQ, v[F,8'] = v.[8°,0] - € and v.[5,8’] < Vv'[B,8] + e.
So:-

v[8°,6°] = v.[6°,0] - € = V[B,8] + c-€ = V.[8,8] + ¢ -2¢ > v.[8,6"], and thus 8 , 0.

Section 3

Corollary 1.2 In definition of sufficiency in differences, set k=1, 6 equal to the Markov
process showing § sufficient for §°, and d(s) = I e¢q 7(w) B(S|w).
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Corollary 1.3 let d(s) = L e 7(w) B(s|w), () = Z,eo 7(w) B°(s|w); let $* = { SES | d’(s)
>0}, 8 = {s€S | d) > 0, s€S"; by rationality of 8’, x(w) £’(s|w) = d’(s) y(w|s); now
B =’ and claim 2 = there exist A\: S>— R, such that:-

Y A6sh
(@) B |1+ L[ - n(w) BElw)+ T A Y@l
d'(s) Jes,

I Y LIGOLIO) B’(ﬂw)} V 565*, o€
Ja d'(s)

Y Ass)v(wl) - w(@) B+ ¥ {"“"”"‘“” ""““”}+ Y ACDY0l)  welse
ses dest d'(s) des,

Now an expression for y(.|s), SES,, as a linear combination of 8 and 5’ can be derived by
progressive substitution in [2]. This can be substituted in [1], and then progressive substitutions
give 8’ as a linear combination of 8.

Corollary 1.4 In claim 2, set

1
- c=- A(s,s%) -k a(s) = kr(s,s)
1+ 3 Alsps) -%E, ¢
av3,

cds) = Y AMssh)  d)6(s,s - As,s!)
s/ a3,

Section 4

Theorem 2 Let $* = { S€S | s = P(w) for some wELP,P’) }; &(w) = 1 ifP(w) =5, 0
otherwise; {’(w) = 1 if P’(w) = s, 0 otherwise; x,(w) = 1 if wEs, 0 otherwise.

Step 1. Condition A is necessary and sufficient for P > P’

Condition A there exists A: $* = R, such that {() - {’(@) = Z,es {AG,S") x.(@) - A(S’,S)
x.@)} VSES, weED.

This can be seen by substituting the conditions defining a PC into theorem 1, and incorporating
within the A the denominator of the PC expressions for ¥.
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Step 2, If P > P’, then P is non-deluded with respect L(P,P’).
(@) 2 §'(@) + Eres {AG,8") x.(w)} (from A)
therefore if s = P(w) and w €EL(P,P’) then wEs.
Step 3. So if P refines P’, and P > P’, then P’ is non-deluded w.r.t. L(P,P’)
Step 4. Suppose P is non-deluded, KTYK, nested and a reduction of P’, w.r.t. L(P,P’), but
P’ is not non-deluded w.r.t. L(P,P’). Then consider R with R(w) = P’(w), V @ €L(P,P’) and
Rw) = { &’ELP,P’) | P’(@’) = P(w) }, Y wELP,P’). Now, R > P’, R is non-deluded
w.r.t. P, and P is non-deluded, KTYK, nested and a reduction R w.r.t. R.
Steps 1 to 4 imply that it is sufficient for the theorem to show that condition C below is
equivalent to condition A, when P’ is non-deluded w.r.t. L(P,P’). I show this by showing that

conditions A, B and C are equivalent.

Condition B there exist T, I C S*, one-to-one "precedence” mapping a: S*/I - S*/T, a(s) #
s vV sES"/I, and a partition Q of L(P,P’) such that:-

I={s€S|s = Qw), for some wEL(P,P’) } [B.1]
Qw) C {w’ELEP,P) | PW)=PWw} VwELP,P) [B.2]
“l(w) = X-(w) h El'ef(l) X.-(w) v SES., "’EL(P9P’) [ B-3 ]

where f(s) = {S’ES" | a(s’) = s}
Condition C P is non-deluded, KTYK, nested and a reduction of P’, w.r.t. L(P,P")
A=B
LI, Mss8)>0=sCs™

P and P’ non-deluded, and multiplying [A] by [] - x.(w)] =

Loes MS',8) Xo(@) = Lpes MS'8) Xo(@) X,(@) = [ wEs, 0Es’ = \,5) = 0]
Note that w.1.0.g., we can assume A(s,s) = 0, VSES, in A.
L N =0 Vs such Es’. §'¢P’

Proof by induction on the number of elements of s: L1 implies L2 true for s = Q. Suppose
true for # = n. Then if #s = n-1:-

§@) - §’@) = - Eppy NS',8) Xolw)

If s # P’(w), then A(s’,s) = 0 Vs'.t. wES’, so L2 true for #s = n-1.

70. Where s C s’ means strict inclusioni.e. s E s’ and s # s’
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L3, P C P \ 2 LP.P’
g'l(w) s EI'ES X(S,S,) X.(“’) = 0, ~w€ L(PsP’)’ ZC P,(w) by L2

Let F(s) = { s’ES* | 8’ C s}; letf(s) = { S’ES’ | s’EF(s), and there does not exist " such
that s" €F(s), s’ EF(s")}.

L4, Ms.s) = 1ifand onlyifs € f(s), Vs.5'ES"
L5 Z... Mss) =1, VSES

Note first that Z,. ., A(s,s’) > 0, VsES’, from A

By L2, ¥ A(ss)y (@) = { (@) + /E A’ )y A0)  V ses*
Py €F(s)

Now by progressive substitutions:-

Ms'5) { A @) ,
+ V('S Aw) VseS*
}: A6’ "GFZ(S:MA:) '

Y MssHa0) = L) + Y
es llﬁﬂ-f)

where v is some positive function of the A.
Therefore L,. ., \(s,8’) = 1, VSES®, and A(s,s’) = 1 if sEf(s).
But A(s,s’) > 0 for some s € F(s’), s A f(s’) implies »(s’,s) > 1, which is impossible.

So a’(s) = {S’ES’ | s € (s’) } has at most one element. LetI = {s € §’ | a’(s) = T }.
Let  : S/I = S* uniquely satisfy s € fla(s)].

B = C P satisfies non-delusion and reduction of P’ w.r.t. P’ follow immediately.
X(@) = Zyepg $v(@). SowEs, s’ = P(w) =s’ € F(s)=5s" C s, so KTYK holds.
w € sNs’ = P(w) € F(s), P(w) € F(s’) =s € F(s’) or s’ € F(s), so nestedness holds.

C=BLetl = { SES’ | there does not exist s’ES" such that s C s’}. By nestedness w.r.t.
P’, s,8’€l = s=s§’ or sNs’=¢. By non-delusion w.r.t. P’, there exist SEI s.t. w€s, V
wEL(P,P’). Therefore, the sets in I partition L(P,P’); call the partition Q. Now B2 is true
because P satisfies reduction of P’ w.r.t. P’. Now define F(s) = {S’ES" | s’ C s}, f(s) =
{ s’ €F(s) | there does not exist s” s.t. s"EF(s), s’EF(s")}, a(s) = { ES" | sEf(s’) }. By
construction, s A s’. Suppose s’,s" € a(s). Then sEf(s’) and sE€f(s"). But this contradicts
nestedness, therefore «(s) has at most one element. It remains only to show B3. By
nestedness, sets in f(s) are mutually exclusive. Now suppose w €, was’, Vs’ €f(s). Then by
KTYK w.r.t. P’, s=P(w).
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B = Alet A(s,s”) = 1 if s’=a(s) or if SEI, s=P(w), s’=P’(w), «ELP,P’), 0 otherwise.

rollary 2

Suppose P(w) = A and P’(w) = B, v w€EL(P,P’). Then condition A above gives

¥ {MA,5")x,(@) - A, A)xAw)} -

{ 1, V weL®P,P)
ges 0,

V o ¢L(P,P')

{-1, VY w eL(P,P))
0

> {MB.sxp(@) - M B} = 7o' ) o by

s'es

Y {l.(s,s’)x_,(o)) - ).(s’,s)x.;(m)} =0, VoeQ,s+AorB
sJes

These three equations are satisfied only if:-

[1]LEP,P) = D

[2] MA,B) = 1, A(s,s’) = 0 otherwise, and thus A = L(P,P’)

[3]1 MA,B) = AB,A) = 1, A(s,s”) = 0 otherwise, and thus A = B U L(P,P’) and B N
LP,P) = J. '

Corollary 2.6: see part 3 below

2: Examples for section 2

I give examples to show that every combinations of rankings not excluded by the results
of section 2 are possible.

Let @ = {a,b}, S = {(s3,.. ,Sp), 2’,b’}, with w(w) = y(w|s) = 1/2, vi=1n, wE€Q,
and y(b|b’) = y(a]a’) = 1. Thus the agent is which state has occurred if he observes a’ or

b’. But observing any signal s; does not change his prior beliefs.
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First consider the case where n = 1, and thus there is no irrelevent labelling of signals;
experiment S, with 8,(s,|w) = 1, for w = a,b and experiment §, with §,(t|w) = 1, forw =
a,b.

Now 8, 2, B, (and thus £, x; 8,) but 8, ¥, 8,, although 8, >, 8.

Now consider n > 1, so there is irrelevant labelling of signals. Let £,(s,,a) = 8,(s5,b)
= 1. B, & B, but B, x,; Bs; By &y B, Bo &u B2 DUt B 2, By; B, &5 Bo, B2 &1 B, but B, 2, .

Let B, satisfy 85’ |a) = B,(b’|b) = 1. Thus B, is completely informative. Now £,
= f3,, even though there is irrelevent labelling. ‘

Let 8, satisfy B(s;/2) = B(b’|b) = 1. Now B, ¥, 8, but 8, =, B, and 8, >, B..

Finally, I need a larger state space for my final example. Let @ = {a,b,c,d}. Let$S
= {t;, 4, t;, t,}, with 7(w) = y(|t) = 1/4, v wEQ, i=1,4. Let fst,|a) = Bs(t;|b) =
Bs(t21¢) = Bs(t,|d) = 1 and let Be(t;|a) = Be(ta|b) = Belts|c) = Be(ts|d) = 1. Now B &, B
and B &, s, but S5 = B

. F r resul imple orderin

It is useful to introduced some additional language

Definition P is a type 1 improving simple alteration on P’ (P’ -, P) if
[1] P(w) = L®P,P’), VwELP,P’) [2] P(@’) = P’(w), V w,w’ €N,

Definition P is a type 2 improving simple alteration on P’ (P’ -», P) if
[1] P(w) = P’(w) VU LEP,P), vwELP,P’) [2] P(w) N LP,P’) = &, vwELP,P’)
3] P’(@’) =P'(w), Y 0,0’ ENQ.

Definition P is [type 1 / type 2] reached by P’ (P’ =, P] if there exists a sequence of
possibility correspondences, (R;, R,,.. ,R)), such that

P *us2 R, “urg- nrg R, “urg D,
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Result A3.1, If P’ = P and P’ is non-deluded, then P’ =, P.
If P’ is non-deluded, there cannot exist any type 2 improving alterations.

Result A3.2. If P is non-deluded, KTYK, nested and a reduction of P’, with respect to L(P,P’),
then P’ =, P.
This can be shown by construction. This implies corollary 2.6 in the text.

Definition P satisfies simple learning [w.r.t. E] if P(w) N P(w’) = G A w"EQs.t. {w,w’} S
P(@"), Y 0,0’ €EQ [V w,w’ €E]

Result A3.3. Suppose P and P’ satisfy:-

[11Pw) =PWw’) = P'W) N {«"ELP,P’) | P") = P(w) } = P’@’) N { «"ELP,P")
| P(w") = P(w")}, V 0,0’ EL@,P’) }.

2] Qw) = { &’ELP,P’) | P(@’) = P(w), w’ € P(w), w € P’(w) } # &, VWELEP,P)
[3] Q is satisfies non-delusion, KTYK, nestednes, and simple learning w.r.t. L(P,P’).

Then P’ =, P.

This can be shown by construction.

Result A3.4. Let P(w) = [P@) I°. LetE = { @’EQ | P(w) = @ }. If P satisfies non-

deludion, KTYK, nestedness and simple learning w.r.t. E, then P, = P.
This comes from applying result to the case when P’ = P,
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Chapter IV

TRADING, SPECULATION AND CONSENSUS

When can "trade” occur between risk-neutral agents with asymmetric information?
When can their posterior probabilities of an event be common knowledge, yet differ - i.e. when
can they "agree to disagree”? When will agents take a "speculative” action, in an environment
where it is known that it is impossible for everybody to gain and everybody is rational? The
relationship between these questions is examined in this paper by identifying necessary and
sufficient conditions on agents’ prior beliefs for each of these results.

This relationship has been examined in the context of agents with common prior beliefs
who process information using possibility correspondences™. A possibility correspondence
specifies which states of the world the agents thinks possible in each state of the world, without
requiring that the correspondence is a partition”. Brandenburger, Dekel and Geanakoplos
[BDG] have shown that there is a decision theoretic equivalence between modelling agents as
having common priors, but updating information with boundedly rational possibility
correspondences, and modelling agents as having heterogeneous prior beliefs, and but updating
information correctly. This paper uses this equivalence to show the relation between the
possibility correspondence results and heterogeneous prior results.

In exploring these relationships, the presentation is necessarily somewhat taxonomic:
I am trying to show how various old and new results are linked together. This introduction is

intended to motivate this taxonomy, and identify the interesting new results.

71. Geanakoplos (1989), Rubinstein and Wolinsky (1990).

72. Such representations of information have been discussed in the economics literature by Bacharach
(1985), Brandenburger, Dekel and Geanakoplos (1989), Shin (1987, 1989), Samet (1990), as well as the
authors cited in note 71.

87
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In chapter II, I gave necessary and sufficient conditions on beliefs for no trade. Recall
that three kinds of trade were considered: unrestricted, where trades can be made contingent
on agents’ private information; incentive compatible, where trades can depend on agents’ private
information only when it is incentive compatible for agents to truthfully report their signals; and
public, where trades cannot depend on private information at all. Necessary and sufficient
conditions to preclude the three types of trade are, respectively, consistency, reconcilability and
public consistency of beliefs. Beliefs are consistent if agents posterior beliefs could have been
derived from the same prior (even if, in fact, they weren’t). Reconcilability has the
interpretation that agents may consider their own signals to be of less importance than others
do. Beliefs are publicly consistent if each agent’s prior could be replaced by another prior with
the same posterior beliefs conditional on his private information, such the replacement priors
agree on the probability of publicly verifiable events. In section 2, I summarise these general
results and consider the meaning of consistency, reconcilability and public consistency when
agents have special kinds of beliefs. First, when beliefs are conditionally independent, so that
agents believe that the signals they observe are independent, conditional on exogenous
uncertainty.  Secondly, when agents’ beliefs are generated by possibility correspondences
(PCs). In the latter case, the necessary and sufficient conditions for no trade are that all
possibility correspondences are partitions (for unrestricted trade), all PCs satisfy non-delusion,
"knowing that you know" and nestedness (for incentive compatible trade) and all PCs satisfy
relative positive balance (for public trade). These results are closely related to Geanakoplos’
results for speculation discussed below.

Aumann (1976) showed that under the common prior assumption, if agents’ posterior
probabilities of an event are common knowledge, then those posterior probabilities must be the

same even if agents have different information. Thus agents cannot "agree to disagree". This
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result has been extended to expected values of random variables™. But how different must
their beliefs be to allow the possibility that agents can agree to disagree? It has long been
recognized that this is closely related to the no trade resuit™, the difference being that the
inequalities representing acceptance of trade must be replaced by equalities. In section 3, I
derive analogues to the three kinds of no trade results for agreeing to disagree: positive
multipliers in the necessary and sufficient conditions are replaced by positive or negative
multipliers. For unrestricted agreeing to disagree, this makes no difference, and the necessary
and sufficient condition remains consistency. But suppose agents’ private information in not
observable, so that agents’ ex post valuation of a random variable depends on what (other)
agents choose to report; and suppose that one agent has an incentive to maximise the value of
the random variable and the other agent has an incentive to minimise it. Does there then exist
a random variable such that agents’ different valuations can be common knowledge? When is
there no incentive compatible agreeing to disagree? The necessary and sufficient condition is
negative reconcilability. Finally, suppose we are concerned with random variables depending
on some exogenous uncertainty (and not the signals agents have observed). There is no public
agreeing to disagree if and only beliefs are negatively publicly consistent.

Again, these results can be related to possibility correspondence results. If beliefs are
generated by possibility corespondences, then necessary and sufficient conditions for no
agreeing to disagree are (1) all PCs are standard partitions (unrestricted), (2) all PCs satisfy
non-delusion and "knowing that you know" (incentive compatible) and (3) all PCs satisfy
relative balance (public). The last result is an extension of one in Geanakoplos (1989). What

this framework makes clear is that Samet (1990) and Geanakoplos® (1989) results about agreeing

73. Nielson (1987)

74. For example, in Geanakoplos and Sebenius (1982).
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to disagree occur because the PC framework is implicitly restricting what the random variables
can depend on (they can’t depend directly on the signals agents have observed). The incentive
compatible agreeing to disagree result is of particular interest, because non-delusion and
"knowing that you know" together are natural restrictions to impose on knowledge, and this is
a decision theoretic result for which they are jointly necessary and sufficient.

Geanakoplos (1989) introduced a powerful abstract definition of "speculation” for
possibility correspondences. In section 4, I give a version of this for my general heterogeneous
prior environment. Suppose there is a "true” probability distribution, x°. Does there exist a
Bayesian game, where there is some non-participation action available for each agent which
gives him some reservation ex ante expected utility (evaluated with #°), where it is not possible
for any agent to strictly improve on his reservation utility if all other agents at least achieve
their reservation utility, but where nonetheless some agent chooses an action other than the
"safe” action and expects strictly positive gains from doing so? I show that there is no
speculation if and only if there would be no incentive compatible trade even if an uninformed
agent with prior beliefs «* were added. This is another way of stating Geanakoplos’ result that
there is no speculation if and only if each agent’s information increases ex ante utility for every
one person decision problem.

I give results for no common knowledge speculation - with the additional requirement
that actions are common knowledge in the speculation; and again, I can then specialise to the
possibility correspondence case. Conditions for no incentive compatible trade and no
speculation are equivalent (Geanakoplos gave a very different proof for the no speculation case).
The necessary and sufficient condition to preclude common knowledge speculation is positive
balance (this is a slight extension of Geanakoplos’ result). This differs from the no public trade

result where relative positive balance was required. The key difference between "no trade” and
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"no speculation” results is that the existence of trade depends on differences in information

processing errors, whereas the existence of speculation depends on an absolute standards of

CITOrS.

1, Framework mmon Knowl i ili

I first summarise (section 1.1) the general framework I used in chapter II to represent
the uncertain environment where there is both heterogeneous private information and exogenous
uncertainty. It is important for the results of this paper to have a notion of common knowledge
when agents do not agree on which states of the world are possible. So in section 1.2, I give
such a notion of "common knowledge with probability 1", based on Brandenburger and Dekel
(1987a). In section 1.3, I consider restrictions on agents’ heterogeneous beliefs: first, that all
agents believe that signals are independent, conditional on exogenous (non-informational)
events; and secondly, restrictions that give beliefs as generated by possibility correspondences.

I also derive for future use a simple characterisation of "common knowledge with probability

1" for possibility correspondences.

1,1 Framework

There are H agents. I also write H for the set of agents. Each agent h€H observes
a private signal t, €T,. The product of the agents’ signals, T = T, x.. x Ty, thus incorporates
all private information. I write t = (t,,.. ,t;) for a typical element of T. But not all uncertainty
in the economy is reflected in agents’ private information. There is also a set Q of exogenous

events (i.e. not private information), with typical element q. All relevant uncertainty is thus
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described by @ = T x Q. Each agent has a prior v, : 2+ R, L co7(w) = 1. But agents do
not necessarily assign positive probability to every state: let agent h’s "possibility set", *, =
{ wEQ | my(w) > 0}. T assume that every agent thinks that each of his signals t,ET, is
possible i.e. {t,q} € Q*, for allt, € T,, for some t, € T,, ¢ € Q™. It will be important
for the analysis of possibility correspondences that I allow for the case where these possibility
sets differ. But it is useful to at least get rid of those states that no one thinks possible: let 0+
= U,en{f?*,}. Now I can give a partition representation of uncertainty:-

P({tg})={{rq} €2 |’'=t} vigeEQ
Po(fitg) ={{t.q} €0 I =4} vitqg €
Q({tq}) ={{t.q} €0 |¢=q} viggeED
P,( {t,q} ) is the set of states indistinguishable from {t,q}, while P*,( {t,q} ) is the set
of states that agent h believes possible (i.e. occur with probability 1) at state {t,q}. Note that
I could have described uncertainty by starting with state space Q*, giving agents partitions
{Py}.en, partition Q to represent other events, and specifying priors such that every state was

thought possible by some agent, and each agent thinks every information set in his partition

possible™,

75. As in chapter II, the following notation is used:-
t =(@,. L ET,X.. Ty=T
ty = (thee sthpsthsrsee o) E Ty Xee X Ty X Ty X x Ty =Ty
{tots’} = tee stoists’ s borse oi) € T

76. Or I could have started with 0* and chosen "probability 1" correspondences, {P,*},cy, €ach P+
Q* - 2°4/{ D} satisfying [1] 0’ € P*(w) = P*,(v') € P*(w) ["knowing that you know"], [2] w’ €
P*yw ) = P*y(w') 2 P*,(w) ["knowing that you don’t know"], but not necessarily the third condition
on possibility correspondences necessary for a partition, € P*,(w) V¥ wEQ* ["non-delusion”]. See
Geanakoplos (1988) for a discussion of these axioms.
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1.2 mmon Knowl ith Pr ili

I need both a definition of common knowledge and an easy way of verifying common
knowledge in this environment. The following results are implicit in Brandenburger and
Dekel’s (1987a) general treatment of "common knowledge with probability one", but can be
stated in a form exactly like the standard results (where agents agree on which states are
possible, 2%, = @*, v h€H)”. Throughout this discussion, I am concerned only with states
and events in Q*.

Definition Agent h knows event A at w if and only if P,*(w) € A.

KA - {weQ? |P; (WcAdl}

Definition Event A is common knowledge at w if every agent knows event A, every agent

knows that every agent knows event A, and so on.

CKA - (we* | weK,,l..K,,_A V (hy.-h) € H", neN,, )
Definition Event F is public if all agents know F whenever F occurs i.e. F € K;F.
Note that it is not the case that K,A € A, for all events A, so that if an agent knows
event A, event A is true. This property is true if agents agree on which states are possible.

Not being able to use this property adds some extra steps to the proof of the theorem.

77. Notice the following result would not hold if I had not assumed that P,*(w) is always non-empty
and restricted attention to (%, where at least one agent thinks every state is possible. Aumann (1976)
made the original argument that an event can be common knowledge at a given state if and only there
exists a public event (an event measurable on the meet) containing the state and contained in the event.
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Theorem Event A is common knowledge at [ i.e. @ € CKA ] if and only if there exists a

public event F such thatw € F, F € A.

Proof (if)

Let K"A = (weQ* | weK,,l..K,,_A v (h,,.,h,) € H™)

Now if F is a public event, F € K/F, v h€H, by definition. So if F € K"A, then K,F €
K,K"A vhEH, so F € K,F € K**'A. Butif F € A, then K,F € K Aand F € KA, v
h€H. SoF € K'A. Now, by induction, F € K®"A, vmEN,, and thus F & CKA. So if
w € F, A is common knowledge at w.

(only if) Let F = CKA; now w€EF; F is a public event by definition of common knowledge;
F € K,A, by definition of common knowledge; K.LA N 0%, € A, v h€H, by definition of
knowledge. Now if w € F, w &€ A, it follows that w & Q*,, v h€H, which is not possible

for w€0N*. SOF € A.

1.3 Restriction on belief:

I will economize in notation in what follows by using =, for agent h’s beliefs about

states, events and conditional events, i.e.

- Y Y n,09 mgit) m )= Y ®,09)

t4€T_, q€Q t.,€T_,
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“j(q) - E“ ,,(t’q) 1'*(‘,,"4) n j(Q)' E x h(trq) Vh'eH
teT t _./GT o
Suppose agents believe that they are observing independent signals (t,,.. ,t,) about
which uncertain event ¢ € Q has occurred. Then I say their beliefs {x,},cy are conditionally

independent.

Definition Beliefs are conditionally independent if (equivalently)

™,69) - n,(q){II n,.(t,.rlq)} or w6 - T,@) u,.(qlt,.){r[ n.(t,.flq)}
Aed h'vh

A number of authors have considered agents whose beliefs are generated by possibility
correspondences: in each state of the world, € Q, there is a set of states of the world, R,(q),
which agent h thinks are possible, so that R, : Q -» 22/ {J}™. There is a sense in which the
agent is not being fully rational if R, is not a partition i.e. if R,(q) # { ’€Q | R(qQ) =
R,(9)}, because the agent should be able to refine his possibility correspondence by noting what
he does not know. Brandenburger, Dekel and Geanakoplos (1989) showed a decision theoretic
equivalence between problems where agents have common priors, but make mistakes
interpreting their information, and problems where agents have heterogeneous priors and
interpret information correctly. This equivalence is illustrated and used below by modelling
agents with possibility correspondences as a special case of conditionally independent beliefs.

Suppose each agent h€H has a possibility correspondence on Q. Then the set of
signals he observes, T, = {C € 22 | C = Ry(q) , forsome q € Q } < 22 If all agents have

the same prior on g, then the "true” distribution x*on @ = T x Q is:-

78. see references in footnotes 71 and 72.
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. * la if t,= K,(y)
n'@tg) - n (q){g C(t,.lq)} where { (t,lq) - { 0 zh:mi;e(‘”

But conditional on observing signal t, € T,, agent h updates his beliefs conditional on

being in set t;,, so that

©°(9) x,(9) 1, if qet,
= pldlty) - 3 @) where x,(@) = {0, otherwise
dey

Now suppose that while agents make mistakes interpreting their own signal, they

correctly infer which signal other agents will have observed.

Definition Agents beliefs, {x,},eu, are generated by possibility correspondences, {Ry}en, if

they satisfy:-

) '@ %, @] Lvla)

Ak

Y =*(@g)

/
qey

n,(¢,q) -

Agents’ prior beliefs over their own signals ( m,(t,) ) will turn out to be irrelevant, so
I make no special assumption about them. Also notice that agents disagree about which states

are possible.
Q; - ( {14} | qet,, 1,~R(q) V h'#h)

Pi({t4)) = ({r'g') € Q" | 4 =1, d'et,, t,~RAG) Y I # )
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It will be useful to have a simple characterisation of public events, and thus common

knowledge, when beliefs are generated by PCs.

Definition Event F € Q is self-evident™ if, for each ¢ € F, h € H, Ry(q) € F.
Definition Event F € Q is strongly self-evident if, for each q € F, Ry(qQ) € F, vhEH, and

q € Ry(q’) forsomeh’ € H, q’ € Q.

Thus an event is self-evident if each agent knows that F has occurred, whenever it
occurs. F is strongly self-evident if, in addition, every state in F is considered possible by

some agent at some (possibly different) state in F.

Definition R, is non-deluded if ¢ € R (q), Vvq € Q

Note that if each R, is non-deluded, F is strongly self-evident whenever it is self-

evident.

Theorem If beliefs are generated by PCs {R,},eu, an event E S Q* is public if and only if

there exists a strongly self evident event F €S Q such that

E - gFj = ( {tq) € Q" | g¢F, t,=R,(q") for some q'€F, V heH)
Proof (if)q € F=Ry(@ S F, s0 {t',q’} € P,"({t,q} ) and {t,q} EE={t',q’} EE
(only if) LetF = {q€ Q| {t,q} €E, forsomet €E T}, andE, = {t, € T, | {t,q}

€ E for some t, € T,, q € Q}, for eachh € H. Now suppose {t’,q’} € Q* satisfies t,’ €

79. This notion was introduced in Shin (1987) and is discussed in Geanakoplos (1989) and
Brandenburger, Dekel and Geanakoplos (1989).
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E, foreachh € H,and ¢’ EF. {t',q} €E @* =2 ¢ € t,’, t,., = R,(q") VY h’#h, for some
h € H. Then there exists {t,q} € E such that {t’,q’} € P,*({t,q}), so {t’,q’} € E, and [E,
x.. X Ey x F] N Q*,. But now F must be strongly self-evident because [1] ¢ € F= R,(q) €

E,=q €Fifq €R(q)and [2]q € F=q € t,, for some t, € E,.

In making the BDG translation between thinking of agents making mistakes processing
information (the possibility correspondences approach) and agents with heterogeneous prior
beliefs, it is not obvious how to translate ideas like common knowledge. The theorem shows
that "common knowledge with probability 1" in the heterogeneous prior environment translates

well in the framework, since self-evident is a natural extension of common knowledge to non-

deluded possibility correspondences.

2, Trading

This section summarises results from chapter II, with somewhat changed terminology,
and applies them to the case of conditional independent beliefs and beliefs generated by

possibility correspondences.

Definitions A trade is a set of random variables, {x,},en, €ach x, : @ = R. A trade is feasible

if
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Y x(w) 20, YoeQ
kel

A trade is publicly accepted if there exists a public event E € Q*, such that:-

Y r,0)x@) 20 VheHoeE

o'eP}(w)
with strict inequality for some h € H, w € E.

A trade is incentive compatible if

Y Yrnedxea) 2 ¥ Y n,09 5119, V heH, €T, €T,
f_‘ET_‘ q€Q t_‘ET_‘ qeQ

A trade is yerifiable if each x, is measurable with respect to partition Q. Unrestricted trade
occurs if there exists x satisfying feasibility and public acceptance. Incentive compatible trade
occurs is there exists x satisfying feasibility, public acceptance and incentive compatability.

Public trade occurs if there exists x satisfying feasibility, public acceptance and verifiable.

The motivation of chapter II was that there are different kinds of contractual
arrangments: if complete contingent contracting is possible, then unrestricted trade is the
relevant definition. If agents’ private information is not verifiable, but it is possible to make
payoffs contingent on private information as long as revelation of the private information is
incentive compatible, then incentive compatible trade is the relevant definition. If it is not
possible to make trade contingent on private information at all, and common knowledge

acceptance is required, then public trade is the relevant concept.
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Definition Agent h’s beliefs are consistent with « if

mltuglt]l=n[t,q|t] vitg € Q*

Theorem (i) There is no unrestricted trade if and only if there exists a "common prior"
« such that each agents’ beliefs are consistent with =.
(ii) If agents’ beliefs are generated by possibility correspondences, then there

is no unrestricted trade if and only if all agents’ PCs are partitions.

Proof (i) is proved in chapter II; (ii) follows by substituting special restrictions on priors into

consistency conditions.
Definitions Beliefs are [negatively] reconciliable with = if and only if there exist {A,}.en,
A T =R, [R], {}uen, each p: T, = R, such that:-
L) 7,00 + T Bt 7,0 + wEnt) ® ({2500} - 7@, V1gen”
6nel,

R satisfies "knowing that you know" if " € R(q) = R(q’) € R(q), V qEQ.

R satisfies nestedness if R(@) N R(qQ") = &, R(g) and R(q’), VqEQ.
See Geanakoplos (1988) for a discussion of the PC properties.

Theorem (i) There is no incentive compatible trade if and only if there exists a "common

prior" = such that each agents’ beliefs are reconcilable with =.
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(ii) If agents’ beliefs are generated by possibility correspondences, then there

is no incentive compatible trade if and only if all agents’ PCs are non-deluded, KTYK and

nestedness.

Procf (i) is proved in chapter II; corollary 2.4 of chapter III showed that the logical properties
are obtained by substitution of the PC beliefs. Geanakoplos (1989) proved that non-delusion,
KTYK and nestedness were necessary and sufficient conditions for no speculation (see section
4). Shin (1989) showed that a "dynamic representation”, which is essentially equivalent to
agents’ belicfs about Q, conditional on their own signals, being reconciliable with =, in

necessary and sufficient for non-delusion, KTYK and nestedness.

Definition (i) Agent h’s beliefs are [negatively] publicly consistent with = if, for every

public event E & Q*, there exist {\,}yen, €ach A,;: T, = R, [R], such that:-

L@ e - Y 5G9 v qeQ
(ti{tq} €E) (sl{tq) €E)

(i) Possibility Correspendence R satisfies [positive] {relative} balance® if, for
every strongly self-evident event F & 0, there exist {\,} ey, €ach \;: T, > R [R,], {k: F >

R, k non-zero},
Y A0 1,@ - 1 (K9, VgeQ

LeT,
Theorem (i) There is no public trade if and only if there exists a "common prior" 7 such

that each agents’ beliefs are publicly consistent with .

80. This generalizes to deluded PCs a concept in Geanakoplos (1989).
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(ii) If agents’ beliefs are generated by possibility correspondences, then there

is no public trade if and only if all agents’ PCs are satisfy relative positive balance.

The relationship between no trade results and no "agreeing to disagree" results is most
easy to see in the two person case®. Both kinds of results generalise easily to many agents,
but they generalise in different ways. If there are two agents, we can think of trades being
represented by a single random variable which one agent pays to the other, i.e. x,(w) = x(w)

= X(w), Y wE€ M. This extra requirement never prevents trades from existing. In this case,

I have:-

Definition Random variable x is publicly accepted if there exists a public event E such that
Y r(0)x@)20 VweE Y #0)x0) <0, VoeE
o’eP;(0) o'ePy(o)
with strict inequality for some h € H, w € E.

x is incentive compatible if

81. As in Geanakoplos and Sebenius (1982)
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Y Y n 0 xa) 2 Y Y n,i4) ME2D.0), VY t,€T, teT,

Y Y00 200 < Y Y w,00) (50, VY 4,eT,, el
t,6T, geQ 1,€T, q€Q
x is verifiable if it is measurable with respect to partition Q.

Definition Agents agree to disagree about x if there exists a public event E and k, # k, such

that
Y n@)[xo)-k]1-0 VwecE Y rn0)[x)-k1-0,
o'eP}(w) o'ePy(w)

Now if I replace public acceptance of trade by agreeing to disagree, I will get three sets
of results (unrestricted, incentive compatible and public) which differ from the trade case only

in requiring requiring equality rather than inequality in the expected value of x constraints.

Definition There is no unrestricted agreeing to disagree if there does not exist x satisfying

agreeing to disagree.

If there is no unrestricted disagree to disagree, then it is impossible for the agents’

expected value of the random variable to be common knowledge without it being the same.

Theorem (i) There is no unrestricted agreeing to disagree if and only if beliefs are

consistent.

(ii)) If beliefs are generated by PCs, there is no unrestricted agreeing to disagree

if and only if all PC’s are partitions.
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Definition There is no incentive compatible agreeing to disagree if there does not exist x

satisfying agreeing to disagree and incentive compatibility.

Suppose agents’ private information is not verifiable, so the only way anyone else can

. know an agent’s private information is if he reports it. Suppose one agent has an incentive to
exaggerate the value of the random variable, while the other agent has an incentive to
undervalue it. Does there exist a random variable, such that agents’ have an incentive to

truthfully report their signal, where posteriors are common knowledge, but where they differ?

Theorem (i) There is no incentive compatible agreeing to disagree if and only if beliefs
are negatively reconcilable with some prior #.
(it) If beliefs are generated by possibility correspondences, there is no incentive

compatible agreeing to disagree if and only all PCs satisfy non-delusion and KTYK.

Proof The change of sign of the {\,},¢y in (i) come replacing public acceptance with
public agreeing to disagree. For (ii), I must show that there exist {N\}.ens A : Ty = R,
{m}uens Bs : Tp2 — R, such that:-
{00 = A6) %, @ + ¥ B %,@ - B 1@
aeT,
if and only R, satisfies non-delusion and KTYK. To see this, let ut,,t,)) = 1 @, C t,” and

A" st t, Ct" Ct,'*% and 0 otherwise. Now let

82. where C C C’ means strictly inclusion, i.e. C € C’ and C # C’
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At = Y B
teT,

This result is of some interest because non-delusion and KYTK are the axioms on
possibility correspondences that seem most natural from an epistemic point of view®; Shin
(1987) showed that non-delusion and KTYK are the conditions for knowledge to represent
"provability"; they have been shown to be necessary for a number of decision theoretic results:
e.g. Samet (1990) for what I will define as no public agreeing to disagree, Geanakoplos (1989)
for no speculation. Here we have a decision theoretic result for which they are necessary and

sufficent conditions.

Definition There is public agreeing to disagree if there exists x satisfying agreeing to

disagree and verifiability.

Theorem (i) There is no public agreeing to disagree if and only if beliefs are negatively
publicly consistent with some prior x.
(ii) If beliefs are generated by possibility correspondences, there is no public

agreeing to disagree if and only all PCs satisfy relative balance.

This public agreeing to disagree is most closely related to Samet’s (1990) and
Geanakoplos’ (1989) results about agreeing to disagree.
Agreeing to disagree and no trade results generalise to many agents in different ways.

There is agreeing to disagree among many agents if and only if there is agreeing to disagree

83. Kripke (1963), Hintikka (1962) and Halpern (1986).
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between any pair of agents. On the other hand, there may be trade between a group of three

or more agents, when there is no trade between any pair of agents.
4 lation

Geanakoplos (1989) proposed a definition of speculation for agents with possibility
correspondences which generalises as follows:-
Definitions Consider the game Bayesian G, where agent h has a simple action space A,, and
chooses a mapping, f,, from the set of signals he observes, T, to his set of actions, A,. His
payoff depends on some exogenous uncertainty represented by Q, and the actions of other

players i.e. u, : Ax Q =R, where A = A, x.. x Ay, and his utility

VN = 3 Y 9 u,(f(1),9),  where f:T-A satisfies f(t) = (f;(t), f(tp)}

1T g€Q
G is a speculation game with respect to =" if each player h has an action z, €
A, such that Zieq Zpeq 7°(t,Q) Uu({2,,f4(t4)},9) = vy, for all f, and such that Z,e I eq 7°(t,Q)

u,(ft),q) = v, v h€H, implies Te; E o ="(¢,Q) v,(f(),9) = v,’, VhEH.
Speculation occurs if there exists a Nash equilibrium of a speculation game

where some action is strictly preferred to z, by some agent in some state.

In other words, speculation occurs if, despite the fact that it is not possible for any
agent to do strictly better (in ex ante expected utility terms, under #x°) than playing z,
everywhere, some agent believes he will do strictly better. Geanakoplos (1989) has shown how
this notion speculation result underlies no speculation in competitive andv rational expectations

equilibrium results.
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How does this relate to the no trade results of section II above and chapter 2? No
speculation is a stronger requirement than no trade. Consider the following strengthenings of

speculation:-

Definition Speculation with no ex ante expected gains occurs if speculation occurs with
Zuen Dier Do 7 (1,9) u,[f(t),q] S Eyeq u,’, for all f. Speculation with no ex post gains occurs

if speculation occurs with I,y u[f(t),q] < Lyey unl{z.f1(tw)}.ql, VT, q, f.

Note that requiring no ex post gains is strictly stronger than requiring no ex ante gains
which is strictly stronger than the basic definition of speculation. The easiest way to see the
relation between these definitions is to think of "nature" as being another player with beliefs °,

and no private information. Then I have:-

Theorem There is no speculation, and no speculation with no ex ante expected gains, if and
only if there is no incentive compatible trade among agents in H and nature. There is no
speculation with no ex post gains if and only if there is no incentive compatible trade among

agents in H.

Proof If there is speculation, then, for some h, Zcr Zg€Q 7y(t,q) uy(t,q) > u,". ‘Now if u,,
is set equal to zero for all h* # h, then there is speculation with no ex ante expected gains.

Now if there is speculation with payoffs u and equilibrium strategies f, let

160 = I O4] - wlzf el o) - I
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then the {X,}yenn( satisfy feasibility, unconditional acceptance and incentive compatibility,
where "n" is "nature”, an uninformed agent with beliefs x°. If there is speculation with no ex
post gains, then the {x,},ey satisfy feasibility. Conversely, if the {x,},cun satisfy feasibility,

unconditional acceptance and incentive compatibility, then

4, -T,viyl w(®.9 -~ x69) 4,6{z,14¢))9) =0
satisfy the conditions for speculation. If the {x,},ecy satisfy feasibility, then u and f satisfy the

conditions for speculation with no ex post gains.

The equivalence of speculation with no ex ante gains and incentive compatible trade is

comes essentially from the revelation principle.

roll (i) There is no speculation if and only agents’ beliefs are reconcilable with x*.
(ii) If beliefs are generated by PCs, there is no speculation if and only if beliefs

satisfy non-delusion, KTYK and nestedness.

Note that for possibility correspondences (but not in general) conditions for no

speculation and no trade are the same.

Definition There is common knowledge speculation [with no ex ante expected gains / with
no ex post gains] if there is speculation [with no exte expected gains / no ex post gains }, and
a public event E such that f,(t,) is constant in E, for each h, and strictly preferred to z, for some

h.
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Theorem (i) There is no common knowledge speculation if and only beliefs are publicly

consistent with =,

(ii) If beliefs are generated by PCs, there is no common knowledge speculation

if and only if beliefs satisfy positive balance.

Note that for no common knowledge speculation, positive balance is required - no
public trade required only relative positive balance. For example, if all agents observe the same
PC, then, however badly behaved, they satisfy relative positive balance and do not trade. But

they may speculate.
ion §: Conclusion

This chapter generalized the ﬁo trade results of chapter II in two directions: first, to
"agreeing to disagree” type results and "speculation”; and, secondly, to see the relation to
possibility correspondences. By doing so, the relation between existing results in different
frameworks is clearer. A key idea was the translation of common knowledge between

heterogeneous prior and possibility correspondence frameworks.
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CHAPTER V
CONCLUSION

In this chapter, I discuss the role of the common prior assumption in economic theory,
the arguments given in favor of using it, and past and possible future work using the
heterogeneity of prior beliefs (section 1). Section 2 is a discussion of misinterpreted
information and its relation to heterogeneous priors. Section 3 re-examines the results of this

dissertation in the light of those discussions.

1, The Common Prior Assumption in Economic Theory

Why is (it that) common priors are implicit or explicit in the vast
majority of the differential information literature in economics and game
theory? Why has the economic community been unwilling, in practice,
to accept and actually use the idea of truly personal probabilities in much
the same way that it did accept the idea of personal utility functions?
After all, in (Savage’s expected utility theory), both the utilities and
probabilities are derived separately for each decision maker. Why were
the utilities accepted as personal, and the probabilities not?*

One way to "refute” the common prior assumption is to appeal to Aumann’s (1976)
"Agreeing to Disagree” paper. If agents had common prior beliefs then it would be impossible
for rational agents to disagree with each other about anything when their beliefs are common

knowledge, even if they started out with asymmetric information®. Since such "agreeing to

84. Aumann (1987).
85. Geanakoplos and Polemarchakis (1982) give a dynamic version of the "agreeing to disagree" result.
110
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disagree” seems to be a fundamental aspect of social life, not excluding economic life, surely
any theory with such assumptions at its core is doomed to failure.

But this will not be enough. For a start, there is Aumann’s response, discussed further
below, that we ought to interpret observed "agreeing to disagree” as a failure of rationality in
information processing, not as a result of differences in prior beliefs. More generally, and for
good reason, it is not enough to argue the common prior assumption is not true. It is necessary
to argue that by assuming the common prior assumption, important aspects of economic reality,
which could be understood with the help of heterogeneous prior models, are missed. It is
necessary (in section 1.2) to address the amalgam of philosophical, empirical and pragmatic
reasons given in support of the common prior assumption (including the comprehensive set
offered by Aumann in response to his own question quoted above). This is attempted on a
point-by-point basis. Before doing so, it is necessary to cover (in section 1.1) some preliminary
ground concerning the meaning of probabilities in philosophical, decision theoretic and
economic contexts. Finally (in section 1.3), I discuss work that has been and can be done
explicitly dropping the common prior assumption.

There exist some excellent discussions of the merits of the common prior assumption®,
and this paper repeats many familiar arguments. One point which this discussion emphasizes
is the necessity of different justifications for the common prior assumption depending on
whether we are concerned about agents’ beliefs about events exogenous or endogenous to the

economic model.

Aumann (1987), Bernheim (1987), Varian (1989).
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1.1 Probabili

Before discussing the role of the common prior assumption (CPA) directly, it is useful
to review what might be meant by probabilities in different contexts: in philosophy, in decision
theory and in economic models, and to clarify the relation between different uses of the
mathematical concept of probability in these different contexts.

"Probability” means different things to different people; Savage (1954) identified three
underlying kinds of views of probability. "Objectivistic" or "frequentist" views®’

hold that some repetitive events, such as tosses of a penny, prove to be
in reasonably close agreement with the mathematical concept of
independently repeated random events, all with the same probability.
According to such views, evidence for the quality of agreement between
the behavior of a repetitive event and the mathematical concept, and for
the magnitude of the probability that applies (in case any does), is to be
obtained by observation of some repetitions of the event, and from no
other source whatsoever.

Frequentist probabilities are the long run frequencies of repeated events.
"Personalistic” or "subjectivist Bayesian” views®®

hold that probability measures the confidence that a particular individual
has in the truth of a particular proposition, for example, the proposition
that it will rain tomorrow. These views postulate that the individual
concerned is in some ways "reasonable”, but they so not deny the
possibility that two reasonable individuals faced with the same evidence
may have different degrees of confidence in the truth of the same
proposition.

Personalistic probabilities are measured by agents’ willingness to bet.

Finally, "necessary", "logical" or "objective Bayesian" views®™

87. von Mises (1957).
88. Borel (1924), Ramsey (1926), de Finetti (1974), Savage (1954).

89. Bayes (1763), Keynes (1921), Camap (1950).
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hold that probability measures the extent to which one set of
propositions, out of logical necessity and apart from human opinion,
confirms the truth of another. They are generally regarded by their
holders as extensions of logic, which tells when one set of propositions
necessitates the truth of another.

It is not clear how to measure logical probabilities.

Because probabilities in the frequentist and logical views are independent of any
individual, they describe a possible origin for a common prior. Because probabilities in the
personalistic view are a function of individual choices, there can be no presumption that they
must be the same (but see below). |

Economic theorists are presumably not interested in the philosophical meaning of
probability, but in the role of probabilities in rational decision making. Natural (if stringent)
axioms on choice (independence, continuity, asymmetry, negative transitivity) on "lotteries”
(specified in terms of some exogenous probabilities) ensure that there exists a [von Neumann-
Morgenstern] utility function such that choices maximize expected utility under the exogenous
probabilities. Since personalist probabilities are defined in terms of decision theory, these
exogenous probabilities must be understood to be logical or frequentist probabilities.

Savage showed that expected utility maximization (with endogenous "personal”
probabilities) is implied by analogous axioms on choices over state-contingent lotteries, with no
mention of any exogenous probabilities. Personal probabilities are defined in terms of this
result. Thus they are a measure of peoples’ willingness to bet.

Most peoples’ intuition is that "rational " agents should agree on the probability of some
events, but not necessarily on others. One way to combine approaches is to assume the Savage
axioms but also that agents’ choices contingent on events where objective (i.e. logical or
frequentist) probabilities exist must conform to the von-Neumann Morgenstern axioms [e.g.

Anzcombe and Aumanz (1962)]. But if objective probabilities are derived from a frequentist
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view, a more compelling reconciliation uses de Finetti’s (1937) exchangeability result. Suppose
instead in the Savage framework, there are repeated trials of some random process; and suppose
that agents are indifferent between receiving a dollar conditional on some sequence of outcomes
and receiving a dollar conditional on any other sequence of outcomes with the same total
number of outcomes of each type (i.e. regardless of the order); then if there exist limiting
frequencies of different types of outcomes, then each agent conditional beliefs converge to those
limiting relative frequencies.

I have one observation to make about the meaning of probabilities in decision theory.
Either (logical or frequentist) probabilities exist logically prior to the agent’s decision problem,
in which case we can think of them as exogenous to the decision problem. Or else they do not,
in which case they are in some sense endogenous to the decision problem, representing
parameters of consistent choice. By applying mixed objective-subjective frameworks or
exchangeability, we are imposing additional assumptions which ensure that the endogenous
personal probabilities must be equal, in some cases, to logically prior, exogenous probabilities
i.e. probabilities determined by something other than consistent choice. I have never heard of
any reason why we would expect the endogenous probabilities to be equal unless there exist
such exogenous probabilities that we expect them to be equal t0®. Thus Aumann (1987)
assumes "as in Savage (1954), that each player has a subjective probability distribution over the
set of all states of the world" (p2) and then imposes the common prior assumption. My point
is that it makes little sense to do so unless the common prior existed logicaily prior to the

decision problem®. Thus Aumann argues that:

90. The only way to do so would to be impose some addition axiom on the choices of a group of
agents e.g. that uninformed agents do not bet with each other. But this is dangerously close to assuming
the conclusion.

91. Iargue below why the existence of such a logically prior probability is a problem for his argument.
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At one point, Savage wrote that "the personalistic view incorporates all..
criteria for reasonableness in judgement known to me, and.. when any
criteria that may have been overlooked are brought forward, they will be
welcomed...". It’s just possible that he would have welcomed the CPA.

But if my argument above is correct, by welcoming the CPA, Savage would be
recognising the need for some other (non-personalistic) view of probabilities to account for the
logically prior exogenous probability that agents’ personalistic priors turn out to equal. But he
explicitly rejects alternative meanings of probability®.

Having looked at the meaning of probability in general, and in the context of the
decision theory, I move on to the meaning of probability in economic models. Models may
involve uncertain events that are exogenous to the model (the actions of the agents whose
behavior is modelled do not effect likelihood of these events), while other events are
endogenous. For purposes of economic modelling, the weather may be thought of as
exogenous, while agents’ beliefs about the actions of other agents in game theory and about
prices in rational expectations equilibria are endogenously determined. The distinction will be
important in the argument that follows, but notice that it is sometimes a matter of interpretation.
For example, in Aumann (1974), subjectively correlated equilibria are interpreted as arising
when agents condition their actions on exogenous events about which agents have different

subjective beliefs, while in Aumann (1987) the same formal solution is given a different

interpretation where the subjectivity concerns endogenous events (the actions of other agents).

92. Indeed, in the sentence after that quoted by Aumann, Savage makes clear that he does not expect
any new criteria for reasonableness to eliminate differences in priors:-

The criteria incorporated in the personalistic view do not guarantee agreement

on all questions among all honest and freely communicating people, even in

principle. That incompleteness, if one will call it such, does not distress me,

for I think that at least some the disagreement we see around us is due neither

to dishonesty, to errors in reasoning, nor to friction in communication.... (p27)
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A crucial question, for the argument that follows, will be whether the endogeneity and
exogeneity of unceriainty in the model and the endogeneity and exogeneity of probabilities (to

each agent’s decision making) can be thought of as independent.

1,2 The arguments

I attempt a division of arguments for the common prior assumption in economic theory
into four categories. The first two relate to logical and frequentist justifications for objective
probabilities. Both are arguments that rationality - and, in the frequentist case, sufficient
historical evidence - ensure that agents’ behavior should be consistent with the common prior
assumption. I give general arguments against these claims, but also argue that these rational
arguments for the common prior assumption are particularly flawed when the beliefs concern
endogenous events. But ultimately, perhaps, the issue should be determined by empirical
evidence. I discuss some "stylized facts" that are held to support the common prior assumption.

Finally, I discuss some pragmatic arguments in favor of the common prior assumption.
"Logical” justifications

Rationality by itself entails the common prior assumption. If agents have the same information

and different beliefs, one of them has made a mistake and is therefore not rational.

I will not attempt to delve into the philosophical issues in any detail, since I argue

below that they are not compelling for economic theory anyway. But note that a logical view
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requires that there exists a probability relation, giving the true probability as a function of the
sum of evidence. Ramsey (1926) replying to Keynes’ "Treatise on Probability” wrote that a

... fundamental criticism of Mr. Keynes’ views... is the obvious one that
there really do not seem to be any such things as the probability relations
he describes. He supposes that, at any rate in certain cases, they can be
perceived; but speaking for myself I feel confident that this is not true.
I do not perceive them, and if I am to be persuaded that they exist it
must be by argument; moveover 1 shrewdly suspect that others do not
perceive them either, because they are able to come to so very little
agreement as to which of them relates any two propositions.”

Logic tells us how to update a prior given new information, but not how to choose a
prior, just as logic tells how to deduce new knowledge from new information, but not how to
choose axioms.

Even if it is accepted that rationality entails the common prior assumption, there is still
be a massive conceptual and empirical distinction between the traditional economists’ notion of
"rationality as consistency” - which, together with the axioms like the "sure-thing principle”,
implies expected utility maximization with respect to some probability distribution - and the
common prior assumption. It would be certainly still be a sensible research agenda to examine
the implications of dropping the common prior assumption from otherwise rational behavior.

Whatever the merits of a logical view of probability with respect to exogenous events,
it cannot possibly make sense in the context of endogenous events. Consider an example of
Savage:-

I personally consider it more probable that a Republican president will
be elected in 1996 [recall this was written in 1954!] than that it will snow
in Chicago in the month of May 1994. But even this late spring snow
seems to me more probable than that Adolf Hilter is still alive."”

The point of the example is tc illustrate that it is difficult to imagine the rules for
deducing the probability of these events from a set of information. But it is at least possible

to imagine what information might be used: "Hilter’s body was never found", "it has never
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snowed in May in Chicago the last fifty years” etc... But suppose in game theory, we
attempted to use a logical view of probability to justify agents having a common prior over the
strategy space and thus Nash equilibrium®™. We must then be able to find the information that
led agents to hold those common (logical) beliefs. But in a symmetric game with symmetric
Nash equilibria - say a many agent matching pennies game™ - no evidence favoring one
outcome over another exists (by assumption of symmetry). The formal problem is that
assuming a common, logical, prior about endogenous events makes the logical relation (if one
existed) between information and priors self-referential. In fact, the Bayesian foundations of
game theory literature gives a most compelling explanation of why truly personalistic

probabilities must be required for at least some problems®.

Differences in beliefs are explained by differences in information, therefore agents with the same

information must have the same beliefs.*

This argument is a non-sequitur. Either we assume, by the logical view, the conclusion
that agents with same information must have the same beliefs. Or else we do not, in which case
we think of beliefs as not explained by information at some level. It is worth considering why

the argument seems more convincing than simply asserting the conclusion. I suspect it is

93. Aumann (1987), Brandenburger and Dekel (1987b).

94. Players independently choose Heads or Tails and each receives $1 if all choose the same, 0
otherwise. Pearce (1984) has used this example to illustrate the inadequacy of Nash equilibrium.

95. The particular problems of assuming the common prior assumption in this literature are discussed
in Shin (1988), Bernheim (1987), Gul (1990).

96. The argument is often referred to as the "Harsanyi doctrine” [e.g. Aumann (1987)], following
Harsanyi (1967).
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because we believe many differences in (posterior) beliefs are explained by differences in
information. The argument implicitly assumes that differences in information and differences

in prior beliefs are mutually exclusive explanations for differences in (posterior) beliefs. This

is further discussed below.

Frequentist justifications

We are justified is assuming common priors, because past experience will have removed

differences of beliefs unexplained by differences in information.

Even if there exist some events where past experience has lead to common priors (life
insurance), presumably there are many other events of economic importance for which we have
not had an opportunity to learn (the collapse of communism in Eastern Europe, Iraqi invasions
of Kuwait). We would like to examine the qualitative and empirical differences between the
kinds of uncertainty.

The prevalence of finite parameter stationary economic modgls should not be confused
with reality. Bayesian statisticians have found that "even in cases where well-behaved and non-
degenerate priors have actually been formulated (over infinite dimensional spaces), there is an
additional problem that a nonparametric Bayesian approach may be inconsistent: the posterior
distribution need not converge on the "true" parameter vector as the sample size tends to
infinite"”. Bewley (1988) shows that "not every stochastic law can be learned from the data

it generates”; he gives a simple example of such an "undiscoverable” law and argues that "there

97. Rust (1988).
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seems to be no sound reason for believing that economic time series necessarily have
discoverable laws, the popularity of time series methods notwithstanding”.

Again, there is an additional argument against the common prior assumption relating
exclusively to endogenous events. When you are learning about endogenous events, what you
learn is also endogenously determined, and beliefs may not converge for this reason only™.
Pearce (1984) makes the related point that in game theory, agents’ learning from experience (of
the same opponent) is naturally modelled by repeated games and should not be used as a
justification for Nash equilibrium (where learning is assumed to have converged).

Finally, even if past experience does imply convergence to a common prior, there are
good reasons for modelling that convergence explicitly and not assuming the CPA. Is it the
case that as priors get arbitrarily close, economic outcomes get arbitrarily close to those under
the CPA? Results of chapter II suggest otherwise. For both endogenous and exogenous events,

the process of convergence of beliefs to the common prior assumption may be of importance.

Empirical justifications

If agents’ different (posterior) beliefs were explained by differences in prior beliefs, then agents
would be prepared to bet with each other on the basis of every difference in (posterior) beliefs.
But betting seems to be restricted to special environments (horse racing, stock markets, etc..),

suggesting that there cannot in general be differences in prior beliefs.

Bewley’s (1986) Knightian decision theory aims to explain this, by allowing

incompleteness and inertia in agents’ choices. He notes that an alternative explanation would

98. Grandmont and Laroque (1990), Fudenberg and Kreps (1988).
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be the presence of asymmetric information, in which case it may well make sense not to bet
despite the different prior beliefs and thus the ex ante subjective gains from trade. Chapter II
showed conditions on information and beliefs to preclude betting. However different agents’
prior beliefs, there is always some information sufficient to preclude betting. In economic
environments, the relevant private information includes not only information about economic

variables, but also about agents’ utility functions.

If two agents had different prior beliefs, then it would be possible for a third agent to make

certain positive gains brokering bets between them, so that there exists a money pump.

This argument is based on a confusion. One justification for subjective probabilities is
that they are necessary and sufficient to ensure no Dutch book, i.e. no set of bets that guarantee
a positive profit to the bookmaker (in all states of the world). The most compelling argument
for the no Dutch book argument is that the victim of the Dutch book should realize that he has
a guaranteed loss from the set of bets. This does not occur when many agents have different
priors. It is true that if all agents are risk-neutral, a middleman can make infinite profits by
brokering bets. On the other hand, if you prefer apples to bananas and I prefer bananas to
apples and our utility functions are both linear in apples and bananas, then a middleman can
also make infinite gains by brokering trades. Either lower bounds on consumption or strict
convexity of preferences will preclude both kinds of "money pump”. A more modest argument
would be that differences of prior beliefs imply large, but finite, gains to be made from

brokering trades in financial assets. This does not seem to contradict reality.
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Diffferences in prior beliefs require that, in the absence of asymmetric information, agents do

not want revise their beliefs when learning others’ beliefs. Yet they do.

This relates back to the "Harsanyi doctrine” as discussed above, but now we can give
it an "empirical” twist. People do actually want to revise their beliefs on learning others’
beliefs, so differences in beliefs must after all be explained by differences in information. I
would suggest that the problem here is with the notion of “information”. If you are an "expert"
on U.S. politics, I may well want to alter my beliefs, on learning your beliefs, about who will
win the 1992 presidential election, even if you have already told me all relevant "information”
in the usual sense. Your "expert prior” is an information signal for me, so we must interpret
it as information. An operational distinction between priors and information might go as
follows: any opinion of yours that affects my beliefs has information content. We have
unravelled beliefs far enough only when my "prior” beliefs are not changed by being told your
"prior” beliefs®. The key point is that while some peoples apparent prior beliefs implicitly
convey information some of the time, it does not mean that all differences in beliefs are

explained or can be modelled by differences in information.

Pragmatic justifications

Normative analysis becomes impossible without the common prior assumption

In particular, bets which are zero-sum ex post, lead to ex ante gains from trade and thus

Pareto-improvements. Thus although there is no problem formally with welfare analysis, this

99. Sec a related discussion in Varian (1989) of the "credibility” of other agents’ beliefs.
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seems paradoxical to some, antithetical to the whole notion of Pareto-improvement. One
approach is to assess welfare gains with respect to some "true" probability distribution'®,
But it merely reflects a more general unwillingness to take the supposed logic of welfare
analysis seriously. Consider an example: suppose workers are observed to accept dangerous
jobs with apparently very small extra compensation for the risk, perhaps because of cognitive
dissonance'”, despite being fully informed of all known evidence. A welfare economist
offers to mediate between a paternalist who would like to interfere - say, by guaranteeing them
higher wages - and a libertarian who would like to allow workers their free informed choices.
The welfare economist discovers that half the workers accept the job because - despite the
evidence - their consistent choices reveal a surprisingly low probability of accidents. The other
half accept the job despite a more realistic (i.e. higher) assessment of the probability of
accidents: their consistent choices reveal a surprisingly low disutility from having a maiming
accident. The welfare economist recommends interfering in the choice of the first group - for
they just made mistakes assessing the probability; but not interfering in the choice of the latter
group, because welfare economists do not make value judgements about peoples’ revealed

preferences. Neither the paternalist nor the libertarian are happy.

100. Broome (1989), Hammond (1983); see also Machina (1989).

101.  See Akerlof and Dickens (1982).
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If probabilities are just parameters of the utility function, we do not need explicit models of
heterogeneous prior beliefs. Existing models without expected utility maximization encompass

heterogeneous prior beliefs.

Thus general equilibrium theory (which does not use expected utility maximization) is
entirely consistent with heterogeneous prior beliefs. But the result is that we do not know
whether the large proportion of microeconomic theory which assumes, in one form or another,
expected utility maximization with common priors, is being driven by expected utility
maximization or the common prior assumption. In any case, there are many contexts when it
is important for the interpretation to distinguish between beliefs and preferences over certain

outcomes.

People make mistakes updating beliefs on the arrival of new information; apparent
heterogeneous prior results are best modelled and understood as a consequence of information

processing errors.'”

Information processing errors are an important subject of study in their own right'®,
There is also a formal sense in which it can be assumed that at the beginning of time agents
misinterpreted a signal and this is what gave them heterogeneous prior beliefs [Brandenburger,
Dekel and Geanakoplos (1989)]. I will argue in section 2.2 below that there are reasons for

studying both interpretations.

102. Aumann (1976), Geanakoplos (1988).

103. see Geanakoplos (1988) for discussion of work in this area.
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Anything can happen with heterogeneous prior beliefs

Differences in prior beliefs are a component of differences in utilities. It is no doubt
a valid criticism of neoclassical economics that anything can happen when people have different
utility functions'®; yet, for one reason or another, it does not seem to have brought
neoclassical economics grinding to a halt. It is no doubt a valid criticism of information
economics (and one more commonly made by economists) that anything can happen when
people have different information'®; information economics seems to be thriving. Without
getting into a discussion of what makes explanations acceptable to economists, clearly there are
de facto restrictions on the kinds of differences in utility and information that are found
plausible or are empirically tested. There is some sense that ad hoc assumptions of differences
in utilities / information / prior beliefs are not considered sufficient explanations, although how
to draw the line is always a matter of controversy. But there is no difference in principle about
prior beliefs, information and utility functions in this regard. To take an example that I find
particularly puzzling, it is claimed that to say that some trading is explained by differences in
beliefs not accounted for by differences in information is somehow illegitimate'®. Yet a
prevailing paradigm in financial economics explains trading by asymmetric information and the

presence of noise traders'”. Now the noise traders are controversial - they are in the grey

104.  For example, Heckman and McCurdy (1988) argue that appropriate assumptions about
heterogeneity of agents® preferences potentially explain evidence of disequilibrium in the labor market.
See also Debreu (1974) and Sonnenschein (1973).

105. "With a little judicious selection here and there, it will turn out that the data are just barely
consistent with your thesis adviser’s hypothesis that money is neutral (or non-neutral) everywhere and
always, modulo an information asymmetry, any old asymmetry, don’t worry, you'll think of one." Solow
(1976).

106. e.g. Aumann (1987)

107. Kyle (1985).
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area of "ad hoccery" outlined above. But what about the asymmetric information? The
asymmetric information is no more modelled, no more observable and imposes no more

restrictions on the outcomes than heterogeneity of prior beliefs'®,

1,3 Abandonin mmon prior mption

I am aware of the quixotic character of attempting to argue against what are essentially
rationalizations of the common prior assumption. Economists will be persuaded that these
rationalizations are just that around the time they find applications which abandon the common
prior assumption which seem persuasive. Here I try and give an account of past and possible
future work without the common prior assumption.

There are two key themes which I believe should guide applied work without the
common prior assumption. First, the interaction between asymmetric information and
heterogeneous prior beliefs is key. It is difficult to think of real world examples where
differences of opinion do not reflect both asymmetry of information (so agents want to revise
their beliefs in the light of others’ beliefs), and also heterogeneous prior beliefs (so they can still
agree to disagree)'®. This was a key motivation for chapter II. Second, given reasonable
skepticism about explanations relying on "ad hoc" differences in prior beliefs, a natural starting
point for theoretical study is to contrast economic behavior in situations where agents’ priors
agree and situations where they differ'®. This is analogous to Knight’s (1921) between risk

(where agents agree) and uncertainty (where they don’t). We can make some safe

108. Of course, a particular form of information can be assumed with testable and interpretable results.
109. This point is made in Varian (1989).

110. See Varian (1985) and Bewley (1989)
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generalizations about where agents are more likely to agree (life insurance, old, large and
predictable stocks) and where they are less likely to (political prospects in Iraq, new, small and
unpredictable stocks). With these two issues in mind, I consider three areas of research in
economics and the implications of dropping the common prior assumption. I do not discuss
dropping the common prior assumption in game theory which is extensively discussed
elsewhere'!!,

In the bargaining literature, a distinction is made between "common value” and "private
value” models. One source of different valuations may be heterogeneous prior beliefs. When
risk neutral agents are bargaining over financial assets or any asset with common ex post
valuations, it is the sole source of different valuations.

Consider the following classroom illustration of the winner’s curse: students are asked
to submit sealed bids for a jar full of pennies. Rational students, the argument goes, should
condition on winning as they choose their bids, and we are (rightly) confident that if they don’t,
the winning bid will exceed the number of pennies in the jar. Thus we are assuming that
students have private information about the number of pennies in the jar (private information
underlies the winner’s curse argument), even though apparently all of them are equally informed
- they publicly observe the jar. The private information that students have iS, 01: course, their
own beliefs about the number of pennies. Students would probably want to alter their beliefs
if they were aware of other students’ beliefs. Would students always want to alter their beliefs
on observing other students’ different beliefs? (i.e. is it impossible to agree to disagree about
the number of pennies in the jar?) I suspect not. Therefore we must interpret the situation to
be one where there is both asymmetric information and heterogeneous prior beliefs. Think of

this as a paradigm for situations where agents may not have private information in a

111. Bemheim (1987), Gul (1990).
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conventional sense, but they form different beliefs on the basis of the same apparent public
signals. It is natural to interpret those differences in beliefs as partly reflecting heterogeneous
priors and partly reflecting private information. So the private values model of the bargaining
can be applied more generally than its conventional interpretation.

There has been extensive work on asset pricing allowing for heterogeneous beliefs''2,
Such work has been criticized because at least some of the differences in beliefs we observe are
surely explained by asymmetric information. Varian (1989) argued that differences in
equilibrium beliefs in such models are those that persist after learning from other agents’
behavior and equilibrium prices. In any case, it is important when looking at the rol'e of
heterogeneous beliefs in asset pricing to explicitly address the interaction with asymmetric
information. Work on asset pricing shows that, with auxiliary assumptions as everywhere in
economic theory, there are definite implications of heterogeneous prior beliefs, most clearly
seen by comparison with the case of homogeneous prior beliefs. Harrison and Kreps (1978)
showed that if risk neutral traders have heterogeneous prior beliefs, infinite endowment and can
re-trade assets but cannot sell them short, then the asset price in each state is always greater
than or equal to each agent’s expected value of future payments from the asset, and typically
(in particular, if the common prior assumption does not hold) strictly greater. The result can
be seen as a critique of a "fundamental” theory of pricing and as a formalization of Keynes’
notion of speculation in the General Theory: speculation is buying as asset for its short term
capital gain, at a price higher than the value of the discounted stream of future returns. Varian
(1985) showed that in an Arrow-Debreu single good economy with common preferences but
heterogeneity of prior beliefs, increasing heterogeneity of beliefs decreases equilbrium asset

prices if risk aversion does not decline with increasing income too rapidly.

112. Lintner (1969), Varian (1985). See Varian (1990) for a survey.
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The importance of the common prior assumption has been highlighted by no trade
theorems: in the absence of other reasons for trade, asymmetric information does not lead to
trade under the common prior assumption. Given the apparent absence of sufficient other
reasons for trade to explain observed trading volumes, difference in heterogeneous prior beliefs
must play a key role in explaining trading volume:-

... it is difficult to imagine that the volume of trade in security markets
has very much to do with the modest amount of trading required to
accomplish the continual and gradual portfolio balancing inherent in our
current intertemporal models. It seems clear that the only way to explain
the volume of trade is with a model that is at one and the same time
appealingly rational and yet permits divergent and changing opinions is
a fashion that is other than ad hoc....

Surely there is nothing more embarrassing to an economist that the
ability to explain the price in a market while being completely silent on
the quantity.'®?

Chapter II gave a systematic treatment of when differences of beliefs lead to trade in
the presence of asymmetric information and when the arrival of new information leads to trade.
Varian (1989) extended the single risky asset framework in which Grossman studied rational
expectations equilibria', to obtain a simple characterization of the determinants of trading
volume and price changes. Trading volume is determined by parameters which reflect the

heterogeneity of agents’ different interpretation of new information, while price changes reflect

an average of agents’ different beliefs's.,

113. Ross (1989).
114. Grossman (1976).

115. See also Simpson (1990), Hindy (1989).
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2. Misinterpreted Information

2.1 A decision retic justification for agents making mi

It is often wrongly assumed that axiomatic subjective expected utility theory somehow
implies Bayesian updating. Hacking (1967) notes that an implicit assumption - he calls it the
“"dynamic assumption” - is missing from most interpretations of subjective expected utility
maximization''®, This assumption would require that contingent choices equal actual choices
so that beliefs after observing an event are equal to the mathematically defined conditional
probability. This property is not formally entailed by anything in Savage (1972) or any static
decision theory. It is quite possible for choices to satisfy Savage’s axioms at each point in time,
and violate the "dynamic assumption” i.e. the beliefs implicit in choices after observing some
information are not equal to the appropriate conditional probabilities derived from beliefs
implicit in initial choices.

But while static decision theory does not require Bayesian updating of beliefs, neither
does it require a constant utility function. The results of this dissertation require the decision
problem, including the utility function, to be the same before and after information is observed.
What axioms on behavior would justify that combination of non-Bayesian updating of beliefs
and constant utility functions? Consider a world with both events with "objectively known"
probabilities (roulette wheels) and events with "unknown" probabilities (horse races)'’.

Suppose ageiits make the same choices through time between unconditional objective lotteries.

116. See also Kreps (1988), chapter 10, "Conditional Preference, Probability and Choice"; he calls the
missing assumption the "planted axiom"; Weller (1978), Machina (1989).

117. Anscombe and Aumann (1963).
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Then agents’ utility functions are determined and constant, while they may "incorrectly” update

their subjective beliefs about events with unknown probability®,

2.2 Misinterpr information or heterogen rior beliefs?

In the light of the formal decision theoretic equivalence between agents who make
mistakes processing information and agents with heterogeneous information, discussed in
chapter IV, is there any point in studying both variants on standard economic models?
Brandenburger, Dekel and Geanakoplos [BDG] (1989) suggested that information processing
errors are a less "ad hoc" explanation of deviations from standard models than heterogeneous
prior beliefs. Aumann (1976) points to known biases such as those discussed in Kahnemann,
Slovic and Tversky (1982).

One response is that when the formal equivalence is investigated in detail (as in chapter
IV), results in one framework turn out to have very different (but equally intuitive)
interpretation in the other. Whatever framework is "right”, it makes sense to try and
understand the issues arising in both interpretations.

But beyond that, there is a real operational distinction between heterogeneous prior
beliefs and information processing errors. Consider a world where agents behave rationally'’
given their beliefs, have the same priors, but make mistakes processing information. Such
agents would never accept a static Dutch book - a contemporaneous set of bets which together

imply a sure loss - but they could be fooled by a dynamic Dutch bock:- a set of bets spread

118. It need not be specified whether the "objective” beliefs about events with "known" probabilities
can be assumed to be updated correctly or not.

119. in the sense of Savage (1954).
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over the period the agent receives (and misinterprets) information, which imply a sure loss.
But uninformed, or identically informed agents, would never bet against each other. On the
other hand, consider a world where agents behave rationally given their beliefs, interpret
information correctly but have different priors. Such agents would never accept a static or
dynamic Dutch book against them. But they would bet against each other when uninformed or

identically informed.

3, Contributions of the Dissertation

We understand economic theory better when we understand the role that particular
assumptions play in results. This dissertation can be seen as an investigation of relaxing
assumptions about beliefs in well known results about no trade, no speculation, agreeing to
disagree and the value of information.

But beyond that, I have argued that economic analysis can and should be extended to
agents with heterogeneous prior beliefs and agents who make mistakes, and provided a
framework for such analysis. The type-space and partition notation in chapter II to represent
the uncertain environment clarifies the relation between results in the literature and provides a
way of extending analysis beyond the standard, abstract issues discussed in the dissertation.
Chapter III provided some foundational work (in section 1) on how to define the value of
information when agents makes mistakes processing (and thus there is potential for ambiguity).
The key properties concerning the similarity of beliefs (consistency, reconcilability and public
consistency) and the relation between experiments (sufficiency in differences) can be expected

to recur as key properties in applications'®,

120. As consistency already has since Harsanyi (1967).
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